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Since their discovery, fluctuations in the initial state of heavy-ion collisions have been understood
as originating mostly from the random positions of nucleons within the colliding nuclei. We consider
an alternative approach where all the focus is on fluctuations generated by QCD interactions, that we
evaluate at leading logarithmic accuracy in the color glass condensate effective theory. We validate
our approach using BNL Relativistic Heavy Ion Collider (RHIC) and CERN Large Hadron Collider
(LHC) data on anisotropic flow. In particular, we show that, compared to standard Glauber-inspired
calculations, our formalism provides a better description of the centrality dependence of the ratio of
elliptic flow and triangular flow. It also naturally explains the evolution of elliptic flow fluctuations
between RHIC and LHC energies.

I. INTRODUCTION

Relativistic heavy-ion collisions are performed at the
BNL Relativistic Heavy Ion Collider (RHIC) and at the
CERN Large Hadron Collider (LHC) with the aim of
creating the quark-gluon plasma, the high-temperature
state of strongly-interacting matter. The nuclear-sized
droplet of quark-gluon plasma formed in a collision ex-
pands like a low-viscosity fluid [1], whose properties
are studied through characteristic azimuthal anisotropies
generated during the expansion [2–6]. In a hydrodynamic
framework, azimuthal anisotropy in the final state is en-
gendered by the spatial anisotropy that characterizes the
energy-density profile at the onset of the hydrodynamic
evolution [1, 7]. This primordial spatial anisotropy has,
in a heavy-ion collision, a twofold origin: First, it is due
to the almond shape of the overlap area between two
nuclei for noncentral collisions, that generates elliptic
flow [8]; Second, it originates from event-to-event density
fluctuations [9], that yield an elliptic deformation even in
central collisions [10], and a triangular anisotropy [11].
The role of primordial fluctuations for heavy-ion phe-
nomenology draws, hence, an interesting parallel [12]
with the physics of primordial fluctuations in cosmology,
where the observed anisotropies of the Cosmic Microwave
Background [13] originate from quantum fluctuations in
the early Universe [14].

In the standard picture of heavy-ion collisions, primor-
dial fluctuations originate from the randomness in the
spatial positions of the nucleons that populate the wave-
functions of the colliding nuclei [15], with additional con-
tributions at the level of the subnucleonic structure [16–
18]. There may also be fluctuations due to the collision
process itself, i.e., to the gluon dynamics [19]. Putting all
these effects together typically results in complex, fully
numerical descriptions of the initial state [20–22] that
do not offer an intuitive grasp of the relevant scales and
phenomena.

In this paper, we achieve a more transparent descrip-
tion of initial-state fluctuations by applying a recent an-

alytical calculation of energy-density fluctuations [23] to
the phenomenology of anisotropic flow in nucleus-nucleus
collisions. Denoting by ρ(s), where s labels a point in the
transverse plane, the energy density deposited at mid-
rapidity right after a collision takes place, we write that
ρ(s) = 〈ρ(s)〉+ δρ(s), where 〈ρ(s)〉 is the energy density
averaged over many events at a given impact parameter,
and δρ(s) is referred to as the fluctuation. Doing so, the
magnitude of density fluctuations, which is given by their
variance, or connected two-point function, is:

S(s1, s2) ≡ 〈δρ(s1)δρ(s2)〉
= 〈ρ(s1)ρ(s2)〉 − 〈ρ(s1)〉〈ρ(s2)〉. (1)

Albacete et al. [23] have calculated S(s1, s2) in the color
glass condensate [24–26] (CGC) effective field theory of
QCD. They have expressed S(s1, s2) analytically as a
function of the saturation scales of the two nuclei and
of the relative transverse distance, r ≡ |s1 − s2|. We
use this expression as an input to evaluate initial-state
anisotropies (Secs. II to IV), that we subsequently com-
pare to RHIC and LHC data on anisotropic flow (Sec. V).

II. INITIAL-STATE ANISOTROPIES FROM
THE 2-POINT FUNCTION

The relevant quantities for phenomenology are dimen-
sionless complex Fourier coefficients that characterize the
spatial anisotropy of the initial density field, ρ(s). They
are defined, in a centered coordinate system,1 as [27, 28]

εn ≡
∫
s
snρ(s)∫

s
|s|nρ(s)

, (2)

where we use the complex coordinate s = x + iy, and
the short hand

∫
s

=
∫

dxdy for the integration over the

1 We mean that the center of energy lies at the origin,
∫
s s ρ(s) = 0.
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transverse plane. ε2 and ε3 thus defined quantify, respec-
tively, the amount of elliptic and triangular deformation
of the density profile.

The coefficient of anisotropic flow, vn, is defined as
the n-th Fourier harmonic of the azimuthal distribution
of outgoing particles [29]. The largest harmonics in the
spectrum are elliptic flow, v2, and triangular flow, v3.
Hydrodynamic simulations show that vn is to a good ap-
proximation linearly correlated with εn in a narrow bin
of centrality [30–32], so that to a first approximation one
can simply write vn = κnεn on a event-by-event basis.
The response coefficient, κn, depends very mildly on the
impact parameter of the collision, for a given colliding
system and energy [32].

Anisotropic flow, though, is not measured on an event-
by-event basis, but inferred from correlations which are
averaged over events in a given class of collision centrality.
The default measure of vn is an rms average, denoted by
vn{2} ≡ 〈|vn|2〉1/2 [33], where the 2 inside curly brackets
means that it is inferred from analyses of 2-particle cor-
relations. Linear hydrodynamic response, then, implies
vn{2} = κnεn{2}. Thus, the relevant quantity coming
from the initial state is the rms average of εn, denoted by
εn{2}. It turns out that this quantity can be expressed in
terms of the two-point function, S(s1, s2), under minimal
assumptions [34].

Let us start with the simple case of a collision at zero
impact parameter. Since the mean density profile, 〈ρ(s)〉,
is azimuthally symmetric, one can replace ρ(s) with δρ(s)
in the numerator of Eq. (2). To leading order in the
fluctuation, δρ(s), then, one can replace ρ(s) with 〈ρ(s)〉
in the denominator. Multiplying by the complex con-
jugate, ε∗n, and averaging over events, one immediately
obtains [34]:

εn{2}2 ≡ 〈|εn|2〉 =

∫
s1,s2

(s1)n (s∗2)n S(s1, s2)
(∫

s
|s|n〈ρ(s)〉

)2 . (3)

We now generalize to non-central collisions. The main
difference is that the mean density profile, 〈ρ(s)〉, is no
longer isotropic, but has an elliptic shape. Its departure
from isotropy is quantified by the mean anisotropy ε̄2,
which is given by replacing ρ(s) with 〈ρ(s)〉 in Eq. (2):

ε̄2 ≡
∫
s
s2〈ρ(s)〉∫

s
|s|2〈ρ(s)〉 . (4)

This is a quantity of direct phenomenological relevance.
Indeed, the fourth-cumulant measure of elliptic flow,

v2{4} ≡
(
2〈v22〉2 − 〈v4n〉

)1/4
[35], is, in the regime of lin-

ear hydrodynamic response, equal to v2{4} = κ2ε2{4},
where ε2{4} is the fourth-order cumulant of ε2 fluctua-
tions, that can be taken as:

ε2{4} ≈ ε̄2. (5)

Equation (5) assumes that ε̄2 coincides with the mean ec-
centricity in the reaction plane [36] and that eccentricity

fluctuations are Gaussian [37, 38]. This turns out to be a
very good approximation for collisions up to ∼ 30% cen-
trality, beyond which non-Gaussian corrections become
sizable [39–43].

The total rms eccentricity, ε2{2}, is obtained by adding
in quadrature the mean eccentricity and the contribution
of fluctuations, which is the right-hand side of Eq. (3).
Therefore, for non-central collisions, we simply replace
Eq. (3) with

σ2 ≡ ε2{2}2 − ε̄22 =

∫
s1,s2

(s1)2 (s∗2)2 S(s1, s2)
(∫

s
|s|2〈ρ(s)〉

)2

ε3{2}2 =

∫
s1,s2

(s1)3 (s∗2)3 S(s1, s2)
(∫

s
|s|3〈ρ(s)〉

)2 , (6)

where we introduce the notation σ2 for the variance of
ε2 fluctuations. A more careful treatment of non-central
collisions is carried out in Ref. [44], and yields more com-
plicated expressions. However, the changes in the results
are numerically small, so that the above equations con-
stitute good approximations in practice.

III. 1- AND 2-POINT FUNCTIONS FROM THE
CGC

Derivations of the initial average energy density, 〈ρ(s)〉,
in the CGC framework date back to several years [45, 46].
Following Ref. [23], with Nc = 3, it simply reads:

〈ρ(s)〉 =
4

3g2
Q2

A(s)Q2
B(s), (7)

where subscripts A and B label the two colliding nuclei, g
is the strong coupling constant, and QA,B(s) is the local
saturation scale of the nucleus. Q2

A(s) is proportional to
the density of nucleons per transverse area at point s,
which is traditionally denoted by TA(s), and is obtained
by integrating the nuclear density over the longitudinal
coordinate [15].2 Injecting Eq. (7) into Eq. (4), and to
the extent that the nuclear density is known, one obtains
a parameter-free prediction for the average eccentricity
of the system [47]:

ε̄2 ≡
∫
s
s2TA(s)TB(s)∫

s
|s|2TA(s)TB(s)

. (8)

The crucial new information coming from the CGC
theory is the connected two-point function, S(s1, s2),
computed in Ref. [23], which allows us to evaluate ε2{2}
and ε3{2}, as given by Eq. (6). The CGC typically pre-
dicts that the energy-density fluctuations are correlated
over a transverse extent of order 1/Qs [48], which is

2 More explicitly, we use Q2
s(s) = Q2

s0T (s)/T (0), where Qs0 is the
value of the saturation scale at the center of the nucleus.
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much shorter than the nuclear radius, R. In other terms,
S(s1, s2) is small if r = |s1− s2| � 1/Qs. Therefore, it is
natural to change variables to s1 = s+ r/2, s2 = s− r/2,
and integrate first over r. Albacete et al. show that
S(s + r/2, s− r/2) falls off slowly at large distances, like
1/r2, so that its integral is logarithmically divergent. It
must be regulated by an infrared cutoff, dubbed m.

Hence, imposing the following separation of scales:

1

Qs
� 1

m
� R, (9)

where R is the transverse size of the system, one can take
S(s1, s2) from Ref. [23], whose integral over r yields, to
leading logarithmic accuracy:

ξ(s) ≡
∫

r

S
(
s +

r

2
, s− r

2

)
=

16π

9g4
Q2

A(s)Q2
B(s)

[
Q2

A(s) ln

(
1 +

Q2
B(s)

m2

)
+Q2

B(s) ln

(
1 +

Q2
A(s)

m2

)]
. (10)

The derivation of Eq. (10) is detailed in Appendix A.
Assuming that the range of correlation is much smaller

than the nuclear radius, Equations (6) give [34]:

σ2 = ε2{2}2 − ε̄22 =

∫
s
|s|4 ξ(s)

(∫
s
|s|2〈ρ(s)〉

)2

ε3{2}2 =

∫
s
|s|6 ξ(s)

(∫
s
|s|3〈ρ(s)〉

)2 . (11)

These equations express the variance of anisotropy coef-
ficients as a function of ξ(s), which represents the density
of variance of the initial density field [44].

IV. EVALUATING INITIAL-STATE
ANISOTROPY

We now present quantitative results for initial
anisotropies. Inserting Eqs. (7) and (10) into Eqs. (11),
one sees that the coupling constant, g, cancels between
the numerator and the denominator. There are two free
parameters in our calculation: The most important is
the proportionality constant between (QA)2 and TA, or,
equivalently, the value of the saturation scale QA at the
center of the nucleus, which we denote by Qs0. The other
free parameter is the infrared cutoff m.

We start by evaluating orders of magnitude. In the
simple case of a central collision (b = 0, which implies
ε̄2 = 0) and a uniform density profile within a disk of
radius R, Eqs. (11) give:

ε2{2}2 =
8

3

1

(Qs0R)2
ln

(
Q2

s0

m2

)

ε3{2}2 =
25

8

1

(Qs0R)2
ln

(
Q2

s0

m2

)
. (12)

The traditional picture is that the initial state is
made of independent color domains of transverse size
∼ 1/Qs0 [48]. The number of independent domains is
N ∼ (Qs0R)2, and the variance of εn fluctuations is
of order 1/N [36, 49]. Note, however, that fluctuations
are enhanced by a large logarithm in Eq. (12), which
is due to the slow fall-off of the correlation function at

large distances (see Appendix A). For Qs0 = 1 GeV,
m = 0.14 GeV, R = 6.5 fm, Eq. (12) gives ε2{2} '
ε3{2} ' 0.1.

Eq. (12) also allows us to assess the effect of varying
the infrared cutoff m. One expects results to be essen-
tially independent of m provided that one renormalizes
Qs0 in such a way that the right-hand side of Eq. (12)
is unchanged. We note that, in turn, our approach does
not allow to determine m and Qs0 separately. This could
be achieved using observables that probe the short-range
structures of the initial density profile. Arguably, this
is not feasible with the observables considered here, i.e.,
flow observables in nucleus-nucleus systems, that are re-
markably insensitive to density fluctuations over subnu-
cleonic scales [50]. The effect of varying m, and the re-
sulting shift of Qs0, are studied in detail in Appendix B.

We now present quantitative results for initial
anisotropies in collisions of 208Pb nuclei at

√
sNN =

5.02 TeV, as a function of impact parameter. We take
the nuclear matter density as a 2-parameter Fermi distri-
bution, with parameters from Ref. [52]. It is natural to
ask how results obtained within our CGC formalism com-
pare with those of state-of-the-art Monte Carlo models
of nucleus-nucleus collisions. To this purpose, we shall
compare our results to the eccentricity harmonics pro-
vided by the TRENTo model [51]. Note that, while com-
paring our results to TRENTo, we are effectively test-
ing our calculations against a wide range of initial-state
models for heavy-ion collisions. Glauber-inspired Monte
Carlo models of initial conditions are known to present
roughly the same ε3, and the same ε2 close to b = 0 (see
Refs. [51, 53] for exhaustive comparisons). In view of this,
in our figures we shall refer to the TRENTo calculation
as a “Glauber-type” calculation.

To begin with, we evaluate the average anisotropy of
the system, given by Eq. (8). CGC and TRENTo give
essentially the same results, as shown in Fig. 1(a). Less
trivial is the evaluation of Eqs. (11), that allows us to
study the difference between our new paradigm for fluc-
tuation and the standard one based on fluctuating posi-
tions of nucleons. Results from TRENTo are shown as
dotted lines in Fig. 1 (b), (c), (d). Fluctuations from
Eqs. (11) are shown as solid lines, for Qs0 = 1.24 GeV
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FIG. 1. Anisotropy fluctuations as function of impact parameter in 5.02 TeV Pb+Pb collisions. The solid line in panel (a)
corresponds to Eq. (8), while in panels (b) and (d) it corresponds to Eqs. (11). The calculation is performed for Qs0 = 1.24
GeV and m = 0.14 GeV. Dotted lines correspond to the TRENTo model tuned to LHC data [51]. Symbols in panels (c) and
(d) are results from the IP-Glasma model [21].

and m = 0.14 GeV. We note that, with this choice of the
parameters, CGC and TRENTo give similar results. For
both models, fluctuations (as measured by σ2 and ε3{2}
in panels (b) and (d)) increase as a function of impact
parameter, which is understood as a natural consequence
of the smaller system size. A closer examination reveals
that the increase is milder in our CGC calculation. This
feature turns out to be crucial for phenomenological ap-
plications, as we shall discuss in Sec. V.

Finally, for completeness we show as well results from
the IP-Glasma model [21] in Fig. 1 (c), (d). As ex-
pected from previous comparisons [53, 54], IP-Glasma
results turn out to be essentially identical to those of the
TRENTo model, and therefore differ somewhat from our
Glasma calculation.

Note that the CGC framework uses expressions for
〈ρ(s)〉 and S(s1, s2) that describe the system right af-
ter the collision takes place, whereas TRENTo gives the
entropy profile of the system at the beginning of hydro-
dynamics. This difference is not important, as classi-
cal Yang-Mills evolution to a finite proper time does not
modify the values of εn [54].

V. COMPARISON WITH RHIC AND LHC
DATA

We now compare our CGC calculations to experimen-
tal data on v2{2}, v2{4} and v3{2} in Pb+Pb collisions
at
√
sNN = 5.02 TeV [55], and in Au+Au collisions

at
√
sNN = 200 GeV [56]. We restrict our theory-to-

data comparison to the 0-30% centrality range, in which
κn is essentially constant in hydrodynamics [32]. We
use the geometric relation between the impact param-
eter and the centrality of a collision to express our re-
sults as function of the centrality percentile,3 i.e., we
use centrality = (πb2)/σinel, where σinel is the inelas-
tic nucleus-nucleus cross section, which we take from the
Glauber model: σinel = 685 fm2 for Au+Au collisions,
and σinel = 767 fm2 for Pb+Pb collisions. Linear hydro-
dynamic response implies the following relations between

3 Note that in experiment, the centrality of the collision is defined
in a different way. However, the geometric definition is a very
good approximation in practice, except for the most central col-
lisions [57].
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FIG. 2. Symbols: Experimental data on v2 and v3, as function of centrality percentile, measured by the ATLAS Collabora-
tion [55] in 5.02 TeV Pb+Pb collisions [panel (a)], and by the STAR Collaboration [56] in 200 GeV Au+Au collisions [panel
(b)]. Lines represent results from our CGC formalism, rescaled according to Eq. (13) for m = 0.14 GeV and best-fit values of
Qs0, depending on the collision energy. The extracted values of κ2 and κ3 at both RHIC and LHC energy are displayed in the
legends as factors multiplying the cumulants of εn fluctuations.

final-state flow harmonics and initial-state anisotropies:

v2{2} = κ2ε2{2},
v2{4} = κ2ε̄2,
v3{2} = κ3ε3{2}. (13)

We treat κ2, κ3, and Qs0 as free parameters, which we
adjust to data. In the following results, the value of m is
always chosen equal to 0.14 GeV.

A. Cumulants of flow fluctuations

Since the mean eccentricity in the reaction plane, ε̄2,
in Eq. (8) does not depend on Qs0, we first use v2{4} to
fix the value of κ2. The dot-dashed lines in Fig. 2 show
that our calculation captures the measured centrality de-
pendence of v2{4}, both at RHIC and at LHC.4 We note
that our formula leads to a better description of RHIC
data, which are essentially captured all the way up to
25% centrality. This finding suggests that either ellip-
tic flow fluctuations at LHC energy are in general less
Gaussian than at RHIC energy, so that the approxima-
tion ε2{4} ≈ ε̄2 is less justified at LHC energy, or that

4 The sharp decrease of v2{4} at RHIC below 5% centrality is an
effect of centrality fluctuations [58], which are not included in
our description.

the centrality dependence of the response coefficient κ2
is stronger at LHC energy, a feature that has never been
investigated in hydrodynamic simulations.

With the knowledge of κ2 at hand, we move on to
the description of v2{2} = κ2ε2{2}. This quantity
is less trivial because it depends on Qs0. The solid
lines in Fig. 2 show the rescaled ε2{2} corresponding to
Qs0 = 1.24 GeV. This result is in very good agreement
with the measured v2{2}. As expected, we observe a sig-
nificant energy dependence of Qs0: LHC data [panel (a)]
are reproduced in our calculation with a larger value of
value of Qs0, of order 1.24 GeV at LHC energy versus
0.72 GeV at RHIC energy. We come back to this point
below in Sec. V C.

Finally, we fit the value of κ3 to match the value of
v3{2} in central collisions. Our results are displayed as
dashed lines in Fig. 2. Agreement with data is very good
throughout the chosen centrality range.

B. Triangular flow and the ratio v2{2}/v3{2}

The centrality dependence of the ratio v2{2}/v3{2} is
typically steeper in experiment than in hydrodynamic
calculations. This was shown explicitly in Ref. [59], but
can also be inferred from previous articles [60, 61]. We
present our results for this ratio, along with ATLAS data,
as a solid line in Fig. 3. Agreement with data is much
better than with the TRENTo model, shown as a dotted
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FIG. 3. Symbols: Ratio v2{2}/v3{2} from ATLAS data [55].
Solid line: CGC calculation, taking κ2 and κ3 from Fig. 2.
Dotted line: TRENTo model, with κ2 and κ3 extracted using
the same method as in Fig. 2.

line. The TRENTo model predicts a less steep depen-
dence, as found in previous hydrodynamic calculations.
The key feature that restores agreement with data is the
mild growth of ε3 with impact parameter in our CGC
calculation (Fig. 1 (d)).

C. Relative v2 fluctuations and energy dependence

The second fluctation-driven observable that is rele-
vant to test our approach is the splitting between v2{2}
and v2{4}, i.e., the relative fluctuations of elliptic flow.
Relative fluctuations are conveniently quantified using
the ratio v2{4}/v2{2}, which is equal to ε2{4}/ε2{2} in
the regime of linear response [62]. This ratio typically
goes to 0 for central collisions where ε2{4} vanishes, and
grows quickly to values close to unity in peripheral col-
lisions, where anisotropy is driven by the geometry of
the nuclear overlap. We show v2{4}/v2{2} measured by
both the ATLAS and the STAR Collaborations in Fig. 4.
We observe a very pronounced difference between these
two results, implying that elliptic flow fluctuations are
significantly larger at RHIC energy than at LHC energy.

The CGC formalism provides a transparent explana-
tion for this phenomenon. Following Eq. (12), fluctu-
ations are larger at lower energy, because of the lower
Qs0. Therefore, in our picture the larger splitting be-
tween v2{2} and v2{4} observed in RHIC data is simply
a consequence of the energy dependence of the saturation
scale. Our results from the CGC are displayed as lines
in Fig. 4. They provide a very good description of data.

It is crucial to appreciate that our extracted values
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FIG. 4. v2{4}/v2{2} as function of centrality percentile.
Circles: ATLAS data for Pb+Pb collisions at

√
s =

5.02 TeV [55]. Diamonds: STAR data for Au+Au collisions
at

√
s = 200 GeV [56]. Solid line: CGC calculation for

Pb+Pb collisions, with Qs0 = 1.24 GeV. Dashed line: CGC
calculation for Au+Au collisions, with Qs0 = 0.72 GeV. The
infrared cutoff is equal to 0.14 GeV.

of Qs0 grow by factor close to 1.6 from RHIC to LHC
energy. Now, fits of deep inelastic electron-proton data
indicate that the energy dependence of the saturation
scale follows [26]:

Q2
s[LHC]

Q2
s[RHIC]

=

( √
sLHC√
sRHIC

)0.28

= 1.57. (14)

Our results, then, are consistent with the small-x scaling
of Qs obtained from deep inelastic scattering data, a fea-
ture which is usually used as input for the modeling of
the initial state.

We further stress that standard Glauber Monte Carlo
calculations do not make any specific predictions for the
energy dependence of v2{4}/v2{2}. It would be inter-
esting to see v2{4}/v2{2} computed in the IP-Glasma
approach [21] at both RHIC and LHC energies.

VI. DISCUSSION AND OUTLOOK

We have shown that energy-density fluctuations calcu-
lated at leading logarithmic accuracy in the CGC effec-
tive theory yield initial-state anisotropies which allow us
to match the values of v2{2}, v2{4} and v3{2} measured
in central to midcentral nucleus-nucleus collisions at the
RHIC and at the LHC. This is obtained for values of κ2
and κ3 that are reasonable, i.e., they are compatible with
those found in state-of-the art viscous hydrodynamic cal-
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culations [32].5

Fluctuations of energy density in our approach are en-
tirely given by the variance of the local number of color
sources, or large-x partons, on top of a mean matter den-
sity background given by the thickness of the considered
nucleus. This new paradigm frees the modeling of initial-
state fluctuations from typical strong assumptions made
about the role of the nucleons. It does not rely on an
initial random sampling of positions of nucleons, nor on
any prescription about the interaction of nucleons and
the subsequent deposition of energy.

Note that our approach differs as well from the IP-
Glasma model [21]. Let us recall the generic definition of
the (local) saturation scale:

Qs(s) ∝ h(s)

∫ +∞

−∞
µ2(s−)ds−, (15)

where h(s) represents the local transverse density of nu-
clear matter, and µ2(s−) is the local density of color
charges along the coordinate where large-x partons ap-
pear as frozen sources of color fields.

In the IP-Glasma approach, the function h(s) fluctu-
ates on an event-by-event basis, because Qs(s) is evalu-
ated at the level of the individual nucleons, whose po-
sitions are sampled randomly in each nuclear configura-
tion. In IP-Glasma, then, the variance of µ2(s−) repre-
sents typically a small contribution to the large event-by-
event fluctuations of h(s), as also indicated by the curves
shown in Fig. 1. In our approach, we keep h(s) as a
fixed mean density background, so that all fluctuations
are given by the variance of µ2(s−). The statement that
fluctuations of energy density are larger at RHIC energy
because of the lower saturation scale, in our formalism
simply means that the variance of µ2(s−) is larger at
RHIC energy because there are fewer color charges.

Note that, since color charge fluctuations in our ap-
proach compensate for other sources of fluctuations, the
values of Qs0 that we extract from data are smaller than
typical values of Qs used in the literature, although they
are very reasonable [64, 65]. It would be interesting to
perform further tests of our paradigm using observables
that probe fluctuations in the nuclear wavefunctions, and
that can be studied through deep inelastic scattering of
electrons on nuclei (see, e.g., Refs. [66, 67]). This could
bring new insight on observables that will be investigated
at the future electron-ion collider.

Finally, we remark that the system created by the in-
teraction of two CGCs does not boil down to an ideal
gas of identical pointlike sources. The statistics of energy
fluctuations in an ideal gas follows Poisson statistics, with
a variance proportional to the mean. By contrast, in the
CGC picture the mean is proportional to Q4

s [Eq. (7)],

5 One must take into account the larger pt cut of the ATLAS
analysis, which significantly increases κ2 and κ3 [63].

while the variance is proportional to Q6
s [Eq. (10)], ne-

glecting the smoothly-varying logarithm. This enhances
the role of fluctuations at the center of the fireball, where
the system is denser. The consequences of this nontrivial
prediction of high-energy QCD, which follows essentially
from dimensional analysis, deserve further investigations.
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Appendix A: Density of variance at leading
logarithmic accuracy in the MV model

We shall work within an extended version of the
McLerran-Venugopalan (MV) model [68], characterized
by an explicit dependence on transverse coordinates in-

0 5 10 15 20
rQs

0.0

0.2

0.4

0.6

0.8

1.0

S
(s
,r

)/
S

(s
,0

)

r ∼ 1/m

r ∼ 1/Qs full MV model

large-r approximation

FIG. 5. The solid line displays S(s, r) (normalized to 1 at the
origin), obtained by adding the Eqs. (4.48) and (4.49) of [23]
with Nc = 3, in the symmetric case where the saturation
scales are identical for both nuclei, as function of the dimen-
sionless variable rQs. The dashed line is the large-distance
contribution defined by Eq. (A3).
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troduced in the 2-point correlator of the color charge fluc-
tuations in a large nucleus:

〈ρa(s−1 , s1)ρb(s−2 , s2)〉 = (A1)

=δabµ2(s−1 )δ(s−1 − s−2 )h(s)δ(2)(r),

where s and r were introduced right before Eq. (10), h(s)
is the transverse profile of a nucleus, and µ2(s−) is the
number density of color sources along the longitudinal
coordinate.

The authors of Ref. [23] derived, using this model, the
connected 2-point function of the energy-density of the
Glasma, i.e., the system created immediately after two
large boosted nuclei cross each other.6 They showed that
it is essentially identical to the sum of the two first terms
of its Nc-expansion, which are given by Eqs. (4.48) and
(4.49) of Ref. [23]. This correlator is displayed in Fig. 5
as a function of the dimensionless variable rQs. It is very
sharp, as it decreases by one order of magnitude around
rQs ∼ 5, which corresponds to a length scale typically
smaller than the size of a nucleon.

We now justify Eq. (10). The left-hand side of Eq. (10)
is an integral over r with an upper cutoff at 1/m:

ξ(s) ≡
∫ 1/m

0

2πrdrS(s, r). (A2)

Instead of using the full expression of S(s, r), we identify
the leading contribution to ξ(s). The correlator S(s, r)
falls off like 1/r2 for large r, which generates a logarith-
mic divergence of the integral (A2), which is regulated
by the infrared cutoff. Hence, despite the rapid fall-off
seen in Fig. (5), the integral is actually dominated by the
contribution at large r. Following Eqs. (4.48) and (4.49)
of Ref. [23] in the GBW limit, we extract the leading con-
tribution for large r, which we denote by S∞(s, r). We
obtain:

S∞(s, r) ≡ (N2
c − 1)

2g4N2
c

Q4
AQ

4
B×

×
[
Q2

Br
2/4− 1 + e−Q

2
Br2/4

(Q2
Br

2/4)2
+ (A↔ B)

]
. (A3)

This contribution is displayed as a dashed line in Fig. 5.
It rapidly converges to the full result for large r. Replac-
ing S(s, r) with S∞(s, r) in Eq. (A2) and carrying out
the integral, one obtains

ξ(s) =
2π(N2

c − 1)

g4N2
c

×

×
[
Q4

AQ
2
B

(
ln

(
Q2

B

4m2

)
− 1 + γ

)
+ (A↔ B)

]
,

(A4)

6 We shall take the expressions of Ref. [23] in the Golec-Biernat–
Wüsthoff (GBW) model, thus neglecting any αs ln(Q/m) depen-
dence of the saturation scales, being Q either a UV cutoff or 1/r.
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ε 2
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ln[e+Q2
s(s)/m2], m = 0.1 GeV, Qs0 = 1.35 GeV

ln[1 +Q2
s(s)/m2], m = 0.1 GeV, Qs0 = 1.35 GeV
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b [fm]
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ε 3
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}

(b)

ln[e+Q2
s(s)/m2], m = 0.2 GeV, Qs0 = 1.11 GeV

ln[1 +Q2
s(s)/m2], m = 0.2 GeV, Qs0 = 1.11 GeV

FIG. 6. The figures shows the rms values of ε2 [panel(a)]
and ε3 [panel (b)] as function of impact parameter, calculated
from Eqs. (11). Different line styles represent different combi-
nations of the parameter m and Q0, or different prescriptions
used to regulate the logarithms in Eq. (10).

where γ is Euler’s constant. Eq. (10) is obtained by
keeping the leading logarithm in this expression, and ne-
glecting the constant term. This leading logarithmic ap-
proximation appears to be a robust feature of the CGC
description, in the sense that it would have the same
form even if one relaxes the MV assumptions leading to
Eq. (A1). Note that in Eq. (10) we replace lnx with
ln(1 + x) to ensure that ξ(s) is positive, even in regions
where the hierarchy QA, QB � m does not hold. The
sensitivity of our results to this regulator is studied in
Appendix B.

Appendix B: Assessing the robustness of the results

Our calculations assume that there is a large separa-
tion of scales between Qs and m, as stated by Eq. (9).
However, when evaluating Eqs. (11), we are effectively in-
tegrating over regions at the periphery of the nuclei where
this ordering breaks down. The ordering also breaks
down for large impact parameters. The resulting errors
can be evaluated by comparing different prescriptions for
regulating the logarithms in Eqs. (10). When Qs0 ∼ m,
the logarithms start to depend strongly on the specific
regulator used (e.g., +1 in Eq. (10)). Any visible depen-
dence of the results under variation of this regulator will
indicate the break down of our formalism.

Second, we check that physical results are independent
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of the infrared cutoff m. As explained in Sec. IV, when
one varies m, one should renormalize Qs0 in such a way
that the right-hand side of Eq. (12) is unchanged.

In Fig. 6, we perform an explicit check of the robust-
ness of our results on anisotropy fluctuations under the
previous conditions. We compute ε2{2} and ε3{2} as
function of impact parameter for different combinations

of m and Qs0, and different prescriptions to regulate the
logarithms in Eq. (10). One sees that results are inde-
pendent of the regulator and of the infrared cutoff except
for peripheral collisions, as expected. The error on Qs0,
inferred from its dependence on the infrared cutoff m, is
of order 0.2 GeV.
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