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Introduction
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GPDs describe the nucleon structure in terms of quark and gluon 
degrees of freedom  

Correlation between transverse 
position and longitudinal momentum 

fraction of quark in the nucleon 

Form Factors: 
Transverse 

distribution of quarks 
in space coordinate.

F(t)=∫dx*GPD(x, ξ, t)

PDFs:
Quark longitudinal 

momentum fraction in 
the nucleon.

q(x)=GPD(x, ξ=0, t=0)
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Experimental probe of GPDs       Hard exclusive Processes 
Deeply Virtual Compton Scattering
• Theoretically the cleanest probe of GPDs 
• Theoretical accuracy at NNLO
• GPDs are accessed through convolution integrals 
with hard scattering amplitude
• Experimental observables: Azimuthal asymmetries, 
cross sections, cross section differences.
• Amplitudes depend on all GPDs   H,E, eH, eE
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Experimental Access to GPDs

DVCS and Bethe-Heitler      Same final state      Interference ) )

At CLAS kinematics 

d�

dxBdQ

2
d|t|d�

/ |TBH |2 + |TDV CS |2 + TDV CST ⇤
BH + TBHT ⇤

DV CS| {z }
I

|TDV CS |2 << |TBH |2

DVCS amplitudes can be accessed trough Interference

Interference      non-zero azimuthal asymmetries)
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Deeply Virtual Compton Scattering 
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DVCS and Bethe-Heitler      Same final state      Interference 
d�

dxBdQ

2
d|t|d�

/ |TBH |2 + |TDV CS |2 + TDV CST ⇤
BH + TBHT ⇤

DV CS| {z }
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F(⇠, t) =
X

q

Z 1
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dxCq(⇠, x)F q(x, ⇠, t)

Deeply Virtual Compton Scattering
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Accessing  GPD’s  

hermes

Bethe-Heitler is parametrized in terms of electromagnetic Form-Factors 

DVCS is parametrized in terms of Compton Form-Factors

BH is calculable in QED
F1, F2 Nucleons
G1, G2, G3 Deuteron

�
�

 = convolutions of hard scattering amplitudes and GPD’s

H, E , H̃, Ẽ Nucleons
H,H1, · · ·H5, H̃1, · · · H̃4 Deuteron

�
=

• Beam-Charge asymmetry

  
• Beam-Spin Asymmetry

  
• Longitudinal Target-Spin Asymmetry

     
• Double-Spin Asymmetry
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Bethe-Heitler is parametrized in terms of electromagnetic Form-Factors 

DVCS is parametrized in terms of Compton Form-Factors

 CFFs = convolutions of hard scattering amplitudes and GPD’s

F1, F2

H, E , eH , eE
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Azimuthal Dependence

|TDVCS|2 = KDVCS
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d� = d�UU + PBeamd�LU

4-fold differential cross-sections & cross-section difference
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hermes

Bethe-Heitler is parametrized in terms of electromagnetic Form-Factors 
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Azimuthal Asymmetries
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DVCS at CLAS
DVCS with Longitudinally Polarized Target :

from the comparisons of data/MC for the epπ0 channel in
the EC-EC topology. The cuts and their effects are shown
in Fig. 12.

D. Four-dimensional binning and central kinematics

The DVCS reaction can be described by four indepen-
dent kinematic variables. The typical variables used to
interpret the results in terms of generalized parton distri-
butions areQ2, xB, −t and ϕ. In accordance with the choice
made in previous DVCS analyses [15], the binning of the
data in the Q2-xB plane was done by making five slices in
the polar angle θe of the electron and in xB. The limits of the
slices are given in Table I, as well as the bin averages forQ2

and xB, defined as the weighted average over the distribu-
tion of events in each bin. The size of the bins was
optimized to have comparable statistics. The top plot of
Fig. 13 shows the chosen grid in the Q2-xB plane. Ten
equally spaced bins in ϕ and 4 bins in −twere adopted. The
bin limits and data-averaged bin centers are summarized in
Table II. The bottom plot of Fig. 13 shows the binning in
the −t-xB plane.

The central kinematics in this analysis were defined as
the average value from the data of each of the four
kinematic variables for each bin. In fact, at first order
the uncertainties on an asymmetry induced by taking bins
of finite size are minimized when the central kinematics are
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FIG. 12. EC topology. See caption of Fig. 11.

TABLE I. Definition of the bins in xB and θe (Q2), and average
kinematics for xB and Q2 ½ðGeV=cÞ2$ for each bin.

Bin xB bin θe bin hxBi hQ2i ½ðGeV=cÞ2$
1 0.1 < xB < 0.2 15° < θe < 48° 0.179 1.52
2 0.2 < xB < 0.3 15° < θe < 34° 0.255 1.97
3 0.2 < xB < 0.3 34° < θe < 48° 0.255 2.41
4 0.3 < xB < 0.4 15° < θe < 45° 0.345 2.60
5 xB > 0.4 15° < θe < 45° 0.453 3.31
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FIG. 13 (color online). Grid showing the binning in the Q2-xB
space (top) and in the −t-xB space (bottom).
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d� = d�UU + PBeamd�LU + PTargetd�UL + PBeamPTargetd�LL

Analysis based on eg1-dvcs experiment

Extraction of beam-spin, target-spin and double-spin asymmetries

DVCS channel selection
Detection of complete final state of the process

around the fitted mean. This procedure was done separately
for the data and for the simulation. This way, the same
fraction of events was kept, for both data and simulation.
The exclusivity variables to be fitted were plotted after
applying preliminary cuts that included the following:

(i) Kinematic cuts to be above the region of the nucleon
resonances and to approach the regime of appli-
cability of the leading-twist GPD formalism:
Q2 > 1 ðGeV=cÞ2, −t < Q2, and W > 2 GeV=c2

(where W ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2 þ 2Mν −Q2

p
);

(ii) Eγ > 1 GeV, since the real photons of interest are
expected to have high energy;

(iii) 3σ cut around the mean of MM2ðepÞ to eliminate
from the experimental data the background from
channels other than epγ or epπ0 (visible in the top
left plot of Figs. 11 and 12, where peaks from η and
ω=ρ are evident).

In order to eliminate broadening on the widths of the peaks
due to events from electron scattering on the nitrogen, the
fits to the exclusivity variables were done on the spectra
obtained after subtracting carbon data from the 14NH3 data.
The two data sets were normalized to each other via the
ratio of their Faraday-cup counts multiplied by a constant
that accounts for different densities of materials for the two
target types (see Sec. V E).
The method to define the cuts described above was

adopted for the topology where the photon was detected in

the IC, since the comparison with Monte Carlo showed that
these data are strongly dominated by the DVCS/BH
channel. Figure 11 shows, for the IC topology, the effects
of the exclusivity cuts, which appear successful both in
extracting quite a clean epγ final state (shaded areas) and in
minimizing the background originating from the nitrogen
part of the target (black areas).
A different strategy was found to be necessary for the EC

case, which displayed, before cuts, a larger contribution
from epπ0 events. The peaks in the exclusivity variables for
the data in this topology are very broad, when visible, and
not necessarily produced by DVCS/BH candidates. In the
first plot of Fig. 12, for example, the distribution of the
squared missing mass of the ep system is shown for the EC
case. As is clearly visible, the peak of the distribution is not
centered at zero but around the squared π0 mass, indicating
a significant contamination from the exclusive π0 events
that will be subtracted later through the procedure
described in Sec. V G.
Thus it was decided, for the EC topology, not to fit the

distributions of the exclusivity variables to extract cut
means and widths. Instead it was chosen to fit only the
peaks of the DVCS/BH Monte Carlo simulations. To
correct for the discrepancies in resolutions between data
and simulation, the widths of the various exclusivity
variables obtained from the fits were then multiplied by
appropriate scaling factors. These factors were obtained
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FIG. 11. IC topology. Effects of the exclusivity cuts. Top left: Squared missing mass of the ep system. Top right: the angle θγX between
the measured photon and the calculated photon from ep → e0p0X. Bottom left: Difference between two ways to compute the ϕ angle.
Bottom right: Missing transverse momentum pperp calculated from ep → e0p0γX. The dot-dashed and solid lines show the events before
exclusivity cuts for, respectively, 14NH3 and 12C data, while the gray and black shaded areas represent the events after all exclusivity cuts
except for the one on the plotted variable for, respectively, 14NH3 and 12C data. The lines and arrows show the limits of the selection cuts.
The plots for 14NH3 and 12C data are normalized to each other via their relative luminosities.
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DVCS at CLAS
Single Beam-Spin & Target-Spin Asymmetries

the experimental asymmetries especially at low −t and at
low Q2-xB. At the highest −t values, the VGG model gets
closer to the data, while the GK model is systematically
higher. Both models expect a steeper −t slope than the data
display. This can be due to the fact that these models are
based on double distributions, where the −t dependence is
factorized with respect to the ðx; ξÞ dependence. The data,
instead, seem to point to more complex correlations
between the three variables. The GGL model is in good
agreement with the data at low −t especially for the first
and thirdQ2-xB bin, while it diverges away from the data in
the high-xB bins. The discrepancy observed for larger xB
values is an indication that using only DIS and form factor
data one can only provide a loose constraint on the ξ
dependence of the model. The best fit to the data is
provided by the KMM12 model, which however does
not cover our whole set of kinematics. For consistency, our
beam-spin asymmetries were also compared to those
obtained from previous CLAS data [15] (e1-dvcs experi-
ment). For this task, the results for the αLU coefficient were
used, taking the kinematic bins from the e1-dvcs data that
were closest to our own. The comparison is shown in
Fig. 18, where the e1-dvcs results are represented by the
(green online) triangles. The agreement is good, especially
considering the imperfect kinematical overlap.

B. Target-spin asymmetry

The results for the target-spin asymmetry [31] are
presented in Fig. 19 as a function of ϕ for each slice in
the Q2-xB space (rows) and for each bin in −t (columns).
As for the BSA, it is fitted with the function

αUL sinϕ
1þ β cosϕ

ð43Þ

and shows the typical sinϕ-like dependence, with ampli-
tudes ranging from 0.1 to 0.3, but its evolution with −t is
quite different from the BSA, in shape and magnitude. In
fact, the amplitude of the target-spin asymmetry seems
rather constant as a function of all kinematic variables, −t
included, apart from the expected systematic drop towards
t ∼ tmin. Figure 20 shows the t-dependence for each bin in
Q2-xB of the sinϕ fitting coefficient αUL [Eq. (43)], which
appears fairly constant, unlike what was observed for the
beam-spin asymmetry. As mentioned above, the variable t
yields the Fourier conjugate of the impact parameter,
describing the transverse position of the partons in the
reference frame where the proton goes at the speed of light.
Therefore, a steep t slope is equivalent to a rather flat spatial
distribution, and vice versa. Equations (17) and (19) point
to the proportionality between, respectively, TSA and ℑm ~H
and BSA and ℑmH. Thus, the t behavior of the TSA
compared to that of the BSA suggests that the axial charge
(linked to ~H) is more concentrated in the center of the
proton than the electric charge (linked to H). This fact was

already observed in a paper [32] devoted to the extraction
of the CFFs ℑmH and ℑm ~H from the HERMES data. This
finding is clearly not predicted by the VGG or GK models,
which instead display a similar drop with t for the TSA as
what was computed for the BSA. These models approx-
imately reproduce the low-tmagnitude of the asymmetry in
some kinematics (namely, in Q2-xB bins 1 and 3), with a
slightly better fit of the data for VGG. GK predicts an
increase of the TSA with xB that is not observed in the

FIG. 20 (color online). t dependence, for eachQ2-xB bin, of the
αUL term of the target-spin asymmetry. The curves show the
predictions of four GPD models for the TSA at ϕ ¼ 90°: (i) VGG
[23] (red dashed), (ii) KMM12 [26] (green dotted), (iii) GK [25]
(blue dash-dotted), and (iv) GGL [27] (orange dashed-three-
dotted).
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FIG. 21 (color online). Comparisons of the t dependences of the
sinϕ term of the epγ target-spin asymmetries for the present data,
integrated over Q2 and xB (black circles), the previous CLAS
experiment [13] (magenta triangles), and HERMES [16] (green
squares).
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computed each three times, taking three different
values of the RAcc factor [defined in Eq. (35)] that
was used to compute the epπ0 background. Spe-
cifically, the background was computed using the
“real” value RAcc increased and decreased by 30%.
There is some kinematic dependence for this source
of uncertainty, and its contribution to the overall
systematic uncertainty is smaller than that from the
exclusivity cuts, but larger than those from the
polarizations or the dilution factors.

Table IV reports the averages of each kind of systematic
uncertainty for the three asymmetries. The biggest con-
tribution to the systematic uncertainties comes from the
exclusivity cuts which contribute to ∼80% of the total
systematic error. The total systematic uncertainty was
computed as a quadratic sum of all contributions. For all
bins and for the three kinds of asymmetries, the statistical
uncertainty is bigger than the total systematic uncertainty.
Both kinds of uncertainties are listed, along with the values
of the asymmetries, in Table V.

1. Radiative corrections

Afanasev et al. [24] have computed the radiative correc-
tions for theDVCSandBHprocesses forCLASkinematics. It
was found that, given the strict kinematic cuts adopted to select
the final state, the undetected radiated photon can only have
small energies. In this case, therefore, themain contribution to
the radiative correction comes from spin-independent soft-
photon emission that does not affect the polarization observ-
ables—while instead it can affect unpolarized cross sections
even up to the 20% level. The approximation of negligible
contribution from the radiative corrections to the BSA, TSA
and DSA, compared to the size of the asymmetries, is valid at
CLAS kinematics at the 0.1% level [24]. Given the statistical
uncertainties and the larger size of other systematic effects, it
was chosen to neglect this contribution.

VI. MODELS OF GPDS

In the following sections the experimental asymmetries
are compared to the predictions of four GPD models:
Vanderhaeghen-Guichon-Guidal (VGG) [23], Goloskokov-
Kroll (GK) [25], Kumericki-Müller (KMM12) [26], and
Goldstein-Gonzalez-Liuti (GLL) [27].
Both the VGG and GK models are based on double

distributions [1,28] to parametrize the ðx; ξÞ dependence of
the GPDs, and on Regge phenomenology for their t
dependence. The main differences between these two
models are in the parametrization of the high-t part of
the electromagnetic form factors and in the fact that the
parameters of the GKmodel are tuned using low-xB DVMP
data from HERA, which are particularly sensitive to gluon
and sea-quark GPDs. Therefore, the GK model is also
suited for gluonic GPDs that are not accounted for in VGG.
However, given the xB range of the results presented here,
the description of the valence-quark GPDs is sufficient.

KMM12 is a hybrid model designed for global fitting,
in which sea-quark GPDs are modeled in a Mellin-
Barnes integral representation; valence quarks are
modeled in terms of these GPDs on the crossover line
ξ ¼ x ∼ xB=ð2 − xBÞ. The parameters of the model were
fixed using unpolarized-proton DVCS data from CLAS and
HERMES, as well as the polarized-proton HERMES data.
The kinematic range of applicability of this model is
defined by the relation −t < Q2

4 .
Finally, the GGL model provides a diquark model based

parametrization of GPDs that incorporates Regge behavior
by introducing a spectral function for the spectator
diquark’s invariant mass distribution. The parameters of
the model were obtained by fitting both deep inelastic
scattering (DIS) structure functions and the recently avail-
able flavor-separated nucleon form factor data [29].

VII. RESULTS

Hereafter, the results for the three asymmetries are
presented, discussed and compared to the GPD models
described in Sec. VI. The values of the asymmetries for
each four-dimensional bin, along with their uncertainties,
are listed in Table V and in Ref. [30].
The harmonic structure in ϕ of the asymmetries versus

(Q2-xB) and −t was studied by fitting their ϕ distributions.

FIG. 18 (color online). t dependence for each Q2-xB bin of the
αLU term of the beam-spin asymmetry. The curves show the
predictions of four GPD models for the BSA at ϕ ¼ 90°: (i) VGG
[23] (red dashed), (ii) KMM12 [26] (green dotted), (iii) GK [25]
(blue dash-dotted), and (iv) GGL [27] (orange dashed-three-
dotted). The square black points are the results obtained from the
present analysis; the triangular green data come from the previous
CLAS experiment with unpolarized proton target [15].
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the experimental asymmetries especially at low −t and at
low Q2-xB. At the highest −t values, the VGG model gets
closer to the data, while the GK model is systematically
higher. Both models expect a steeper −t slope than the data
display. This can be due to the fact that these models are
based on double distributions, where the −t dependence is
factorized with respect to the ðx; ξÞ dependence. The data,
instead, seem to point to more complex correlations
between the three variables. The GGL model is in good
agreement with the data at low −t especially for the first
and thirdQ2-xB bin, while it diverges away from the data in
the high-xB bins. The discrepancy observed for larger xB
values is an indication that using only DIS and form factor
data one can only provide a loose constraint on the ξ
dependence of the model. The best fit to the data is
provided by the KMM12 model, which however does
not cover our whole set of kinematics. For consistency, our
beam-spin asymmetries were also compared to those
obtained from previous CLAS data [15] (e1-dvcs experi-
ment). For this task, the results for the αLU coefficient were
used, taking the kinematic bins from the e1-dvcs data that
were closest to our own. The comparison is shown in
Fig. 18, where the e1-dvcs results are represented by the
(green online) triangles. The agreement is good, especially
considering the imperfect kinematical overlap.

B. Target-spin asymmetry

The results for the target-spin asymmetry [31] are
presented in Fig. 19 as a function of ϕ for each slice in
the Q2-xB space (rows) and for each bin in −t (columns).
As for the BSA, it is fitted with the function

αUL sinϕ
1þ β cosϕ

ð43Þ

and shows the typical sinϕ-like dependence, with ampli-
tudes ranging from 0.1 to 0.3, but its evolution with −t is
quite different from the BSA, in shape and magnitude. In
fact, the amplitude of the target-spin asymmetry seems
rather constant as a function of all kinematic variables, −t
included, apart from the expected systematic drop towards
t ∼ tmin. Figure 20 shows the t-dependence for each bin in
Q2-xB of the sinϕ fitting coefficient αUL [Eq. (43)], which
appears fairly constant, unlike what was observed for the
beam-spin asymmetry. As mentioned above, the variable t
yields the Fourier conjugate of the impact parameter,
describing the transverse position of the partons in the
reference frame where the proton goes at the speed of light.
Therefore, a steep t slope is equivalent to a rather flat spatial
distribution, and vice versa. Equations (17) and (19) point
to the proportionality between, respectively, TSA and ℑm ~H
and BSA and ℑmH. Thus, the t behavior of the TSA
compared to that of the BSA suggests that the axial charge
(linked to ~H) is more concentrated in the center of the
proton than the electric charge (linked to H). This fact was

already observed in a paper [32] devoted to the extraction
of the CFFs ℑmH and ℑm ~H from the HERMES data. This
finding is clearly not predicted by the VGG or GK models,
which instead display a similar drop with t for the TSA as
what was computed for the BSA. These models approx-
imately reproduce the low-tmagnitude of the asymmetry in
some kinematics (namely, in Q2-xB bins 1 and 3), with a
slightly better fit of the data for VGG. GK predicts an
increase of the TSA with xB that is not observed in the

FIG. 20 (color online). t dependence, for eachQ2-xB bin, of the
αUL term of the target-spin asymmetry. The curves show the
predictions of four GPD models for the TSA at ϕ ¼ 90°: (i) VGG
[23] (red dashed), (ii) KMM12 [26] (green dotted), (iii) GK [25]
(blue dash-dotted), and (iv) GGL [27] (orange dashed-three-
dotted).
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FIG. 21 (color online). Comparisons of the t dependences of the
sinϕ term of the epγ target-spin asymmetries for the present data,
integrated over Q2 and xB (black circles), the previous CLAS
experiment [13] (magenta triangles), and HERMES [16] (green
squares).
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For this goal, the fact that the three asymmetries have the
same denominator has been exploited. In fact, by perform-
ing a simultaneous fit of the three asymmetries, the
common denominator can be constrained to be the same
for the three different observables. Thus BSA, TSA and
DSA were fitted, respectively, with three functions that
shared a common denominator ð1þ β cosϕÞ. In the highest
−t bin of the third ðQ2-xBÞ bin, β was set to zero due to the
limited ϕ coverage.

A. Beam-spin asymmetry

Figure 17 shows the beam-spin asymmetry as a function
of ϕ for each slice in the Q2-xB space (rows) and for each
bin in −t (columns). Each asymmetry is fitted with the
function

αLU sinϕ
ð1þ β cosϕÞ

ð42Þ

and shows a clear sinϕ-like modulation, with a decreasing
amplitude as −t increases, ranging from ∼0.25 down to ∼0.
The dependence in the other kinematic variables appears
less marked, although a slight decrease in the −t slope
seems to happen at the highest Q2 and xB values. This is
confirmed by Fig. 18, which shows the beam-spin asym-
metry at 90° [i.e. the αLU coefficient in Eq. (42)] as a
function of −t for each Q2-xB bin. The choice of the fitting
function was motivated by the physics [see Eq. (19)]. The
data are compared to the predictions of the VGG, GK,
KMM12 and GGL models. As expected, the VGG and GK
models do not show strong differences between each other.
With respect to the data, they overestimate the amplitude of
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FIG. 19 (color online). Target-spin asymmetry for the reaction ep → e0p0γ as a function of ϕ for the various Q2-xB (rows) and −t
(columns) bins. The point-by-point systematic uncertainties are represented by the shaded bands. The solid black curve is the fit with the
function in Eq. (43). In the highest −t bin of the third (Q2-xB) bin, β was set to zero due to the limited ϕ coverage, while no fit is
performed on the first −t bin of the highest (Q2-xB) bin, where only one data point is present. The curves show the predictions of the
VGG [23] (red-dashed) and KMM12 [26] (green-dotted) models.
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DVCS at CLAS

A further test was made including in the fit an additional
sinð2ϕÞ term for the TSA. Thus the adopted fitting function
was

αUL sinϕþ γUL sinð2ϕÞ
1þ β cosϕ

: ð44Þ

The data from HERMES [16], in fact, show a non-
negligible contribution of the sin 2ϕ moment to the
TSA. It must be pointed out, however, that in the expansion
in sinϕ moments done by the HERMES Collaboration, the
contribution of the denominator could mix with the sin nϕ
terms, while in our analysis it is treated with its own
parameter. In the Belitsky-Müller-Kirchner formalism, the
parts of the DVCS/BH interference term depending on
sin 2ϕ appear only at twist-three level [9]. Therefore,
observing a sizable sin 2ϕ component in the target-spin
asymmetry would mean having some sensitivity to twist-
three CFFs. A recent paper [33] pointed to a possible way
to access the quarks’ orbital angular momentum via the
measurement of twist-three GPDs. First of all, the stability
of αUL was verified by comparing the sinϕ parameter
obtained with and without the sin 2ϕ term in the fitting
function. The sin 2ϕ term appears to be much smaller, at
least in the low-t region, than the sinϕ term, often
compatible with zero, with a slight tendency to increase
at high −t in some kinematic bins towards negative values.
The sinϕ component is always dominant. However, given
the limited statistics and the relatively small number of ϕ
bins, the uncertainties on the denominator parameter highly
affect the extraction of such a potentially small higher-twist
sin 2ϕ modulation in the numerator, so no reliable
sin 2ϕ-extraction can be achieved with the present fitting
procedure.

C. Double spin asymmetry

The double spin asymmetry is plotted in Fig. 22 as a
function of ϕ for each bin in −t (columns) and for each slice
in theQ2-xB space (rows). It is larger in magnitude than the
single spin asymmetries presented in the previous sections
(around 0.6), seems rather flat as a function of ϕ, and
presents a slow decrease as a function of −t. The data were
fitted with the function

κLL þ λLL cosϕ
1þ β cosϕ

; ð45Þ

where the denominator parameter β is the same as for the
fits to the two single spin asymmetries. The two sets of fit
parameters of the numerator, κLL and λLL, are shown, as
functions of −t and for each Q2-xB bin in Figs. 23 and 24,
respectively. The constant term dominates the asymmetry,
while the cosϕ term of the numerator is compatible with
zero for most kinematics. In Figs. 23 and 24, the two fit
parameters appearing in the numerator of the double spin

asymmetries are compared to the four model predictions for
DVCSþ BH and to the calculations for BH only (pink
dashed-two-dotted curve). It seems that Bethe-Heitler fully
dominates the constant term, and all models—except for
GGL, which misses both the magnitude and the t depend-
ence of this observable—predict this and correctly repro-
duce it. The best match for this term is provided by the
VGG and GK models, which show sizable differences only
at the highest −t values, where the DVCS contribution is
expected to start to play a role. The models suggest a slight
contribution from DVCS in the cosϕ term but the statistical
precision of the data does not allow us to draw conclusions
on which prediction provides the better fit.

VIII. EXTRACTION OF COMPTON
FORM FACTORS

In recent years, various groups have developed and
applied different procedures to extract Compton form
factors from DVCS observables. The approach adopted
here [34–36] is based on a local-fitting method at each
given experimental ðQ2; xB;−tÞ kinematic point. In this
framework, instead of four complex CFFs defined as in
Eqs. (9) and (10), there are eight real CFFs defined as

FReðξ; tÞ ¼ ℜeF ðξ; tÞ ð46Þ

FIG. 23 (color online). t dependence for each Q2-xB bin of the
constant term κLL of the double spin asymmetry. The pink
dashed-two-dotted curves are the calculations of the DSA for
the Bethe-Heitler process alone. The curves show the predictions
for the full epγ amplitude of four GPD models: (i) VGG [23] (red
dashed), (ii) KMM12 [26] (green dotted), (iii) GK [25] (blue
dash-dotted), and (iv) GGL [27] (orange dashed-three-dotted).
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FImðξ; tÞ ¼ −
1

π
ℑmF ðξ; tÞ ¼ ½Fðξ; ξ; tÞ∓Fð−ξ; ξ; tÞ%;

ð47Þ

where the sign convention is the same as for Eq. (8). These
CFFs are the almost-free parameters—their values are
allowed to vary within &5 times the values predicted by
the VGG model—that are extracted from DVCS observ-
ables using the well-established DVCSþ BH theoretical
amplitude. The BH amplitude is calculated exactly while
the DVCS amplitude is taken at the QCD leading twist. The
expression of these amplitudes can be found, for instance,
in [23].
The three sets of asymmetries (BSA, TSA and DSA) for

all kinematic bins were processed using this fitting pro-
cedure to extract the Compton form factors. In the adopted
version of the fitter code, ~EIm is set to zero, as ~E is assumed
to be purely real—it is parametrized in the VGG model by
the pion pole ð1=ðt −m2

πÞÞ. Thus seven out of the eight real
and imaginary parts of the CFFs are left as free parameters
in the fit. Figure 25 showsHIm (black full squares) and ~HIm
(red full circles), which are obtained from the fit of the
present data, as a function of −t for each of our 5 Q2-xB

bins. These are the two CFFs that appear to be better
constrained by the present results. Given that the size of the
error bars reflects the sensitivity of the combination of
observables to each CFF, it is evident that, as expected, our
asymmetries are mostly sensitive to ℑm ~H.
The results for HIm and ~HIm confirm what had been

previously observed in a qualitative way by direct com-
parison of the t dependence of our TSAs and BSAs in
Sec. VII B: the t-slope of ℑmH is much steeper than that of
ℑm ~H, hinting at the fact that the axial charge (linked to
ℑm ~H) might be more “concentrated” in the center of the
nucleon than the electric charge (linked to ℑmH). This
effect seems stronger at the lowest values of xB, while both
CFFs tend to flatten out as xB increases.
It is also interesting to compare the results obtained

for the two equal-xB bins [Q2 ¼ 1.97 ðGeV=cÞ2 and
Q2 ¼ 2.41 ðGeV=cÞ2]: within the limits imposed by the
size of the error bars and by the Q2 lever arm [only
0.44 ðGeV=cÞ2], both sets of CFFs are compatible, at the
1-σ level, which supports the validity of the scaling
hypothesis.
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FIG. 25 (color online). t dependence for each Q2-xB bin of HIm

(black squares) and ~HIm (red circles). The full points are obtained
by fitting the present data (TSA, BSA and DSA). The empty
points were obtained by fitting the BSA results from [15]
integrated over all values of Q2 at xB ∼ 0.25, and the TSAs
from [13].

FIG. 24 (color online). t dependence for each Q2-xB bin of the
cosϕ term λLL of the double spin asymmetry. The pink dashed-
two-dotted curves are the calculations of the DSA for the Bethe-
Heitler process alone. The curves show the predictions for the full
epγ amplitude of four GPD models: (i) VGG [23] (red dashed),
(ii) KMM12 [26] (green dotted), (iii) GK [25] (blue dash-dotted),
and (iv) GGL [27] (orange dashed-three-dotted).
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A further test was made including in the fit an additional
sinð2ϕÞ term for the TSA. Thus the adopted fitting function
was

αUL sinϕþ γUL sinð2ϕÞ
1þ β cosϕ

: ð44Þ

The data from HERMES [16], in fact, show a non-
negligible contribution of the sin 2ϕ moment to the
TSA. It must be pointed out, however, that in the expansion
in sinϕ moments done by the HERMES Collaboration, the
contribution of the denominator could mix with the sin nϕ
terms, while in our analysis it is treated with its own
parameter. In the Belitsky-Müller-Kirchner formalism, the
parts of the DVCS/BH interference term depending on
sin 2ϕ appear only at twist-three level [9]. Therefore,
observing a sizable sin 2ϕ component in the target-spin
asymmetry would mean having some sensitivity to twist-
three CFFs. A recent paper [33] pointed to a possible way
to access the quarks’ orbital angular momentum via the
measurement of twist-three GPDs. First of all, the stability
of αUL was verified by comparing the sinϕ parameter
obtained with and without the sin 2ϕ term in the fitting
function. The sin 2ϕ term appears to be much smaller, at
least in the low-t region, than the sinϕ term, often
compatible with zero, with a slight tendency to increase
at high −t in some kinematic bins towards negative values.
The sinϕ component is always dominant. However, given
the limited statistics and the relatively small number of ϕ
bins, the uncertainties on the denominator parameter highly
affect the extraction of such a potentially small higher-twist
sin 2ϕ modulation in the numerator, so no reliable
sin 2ϕ-extraction can be achieved with the present fitting
procedure.

C. Double spin asymmetry

The double spin asymmetry is plotted in Fig. 22 as a
function of ϕ for each bin in −t (columns) and for each slice
in theQ2-xB space (rows). It is larger in magnitude than the
single spin asymmetries presented in the previous sections
(around 0.6), seems rather flat as a function of ϕ, and
presents a slow decrease as a function of −t. The data were
fitted with the function

κLL þ λLL cosϕ
1þ β cosϕ

; ð45Þ

where the denominator parameter β is the same as for the
fits to the two single spin asymmetries. The two sets of fit
parameters of the numerator, κLL and λLL, are shown, as
functions of −t and for each Q2-xB bin in Figs. 23 and 24,
respectively. The constant term dominates the asymmetry,
while the cosϕ term of the numerator is compatible with
zero for most kinematics. In Figs. 23 and 24, the two fit
parameters appearing in the numerator of the double spin

asymmetries are compared to the four model predictions for
DVCSþ BH and to the calculations for BH only (pink
dashed-two-dotted curve). It seems that Bethe-Heitler fully
dominates the constant term, and all models—except for
GGL, which misses both the magnitude and the t depend-
ence of this observable—predict this and correctly repro-
duce it. The best match for this term is provided by the
VGG and GK models, which show sizable differences only
at the highest −t values, where the DVCS contribution is
expected to start to play a role. The models suggest a slight
contribution from DVCS in the cosϕ term but the statistical
precision of the data does not allow us to draw conclusions
on which prediction provides the better fit.

VIII. EXTRACTION OF COMPTON
FORM FACTORS

In recent years, various groups have developed and
applied different procedures to extract Compton form
factors from DVCS observables. The approach adopted
here [34–36] is based on a local-fitting method at each
given experimental ðQ2; xB;−tÞ kinematic point. In this
framework, instead of four complex CFFs defined as in
Eqs. (9) and (10), there are eight real CFFs defined as

FReðξ; tÞ ¼ ℜeF ðξ; tÞ ð46Þ

FIG. 23 (color online). t dependence for each Q2-xB bin of the
constant term κLL of the double spin asymmetry. The pink
dashed-two-dotted curves are the calculations of the DSA for
the Bethe-Heitler process alone. The curves show the predictions
for the full epγ amplitude of four GPD models: (i) VGG [23] (red
dashed), (ii) KMM12 [26] (green dotted), (iii) GK [25] (blue
dash-dotted), and (iv) GGL [27] (orange dashed-three-dotted).
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26 Krešimir Kumerički : GPD phenomenology

Intro to GPDs Global fits (small x
B

) Global fits (all data) Neural networks Conclusions

Neural Net HERMES fit - BSA/BCA
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Cross Section Results

|TDVCS|2 = KDVCS

(
2X

n=0

cDVCS
n cos(n�) +

2X

n=1

sDVCS
n sin(n�)

)

I = � KIe`

P1(�)P2(�)

(
3X

n=0

cI
n cos(n�) +

3X

n=1

sI
n sin(n�)

)

3

appropriate ones are Q2, x
B

, t and �, where � is the153

azimuthal angle between the (e, e0) and (�⇤, p0) planes154

around the virtual photon direction. We have thus ex-155

tracted four-fold cross sections as follows:156

d4�
ep!e

0
p

0
�

dQ2dx
B

dtd�
=

N
ep!e

0
p

0
�

L
int

�Q2�x
B

�t�� Acc F
rad

. (1)

In Eq. 1, N
ep!e

0
p

0
�

is the number of ep ! e0p0� events157

in the (Q2, x
B

, t,�) bin. The aforementioned exclusiv-158

ity cuts do not fully select a pure sample of DVCS+BH159

events. We evaluated the contamination from the ep !160

e0p0⇡0 channel where one photon of the ⇡0 decay can161

escape detection, using a combination of ep ! e0p0⇡0
162

measurements and Monte-Carlo simulations. In average,163

this contamination is less than 9% and was subtracted164

on a bin-by-bin basis. The four-dimensional accep-165

tance/e�ciency of the CLAS detector, Acc, for the ep!166

e0p0� reaction was determined for each (Q2, x
B

, t,�) bin167

by generating more than 200 millions DVCS+BH events,168

using a realistic Monte-Carlo generator. The events were169

processed through the GEANT simulation of the CLAS170

detector, and the same reconstruction and analysis codes171

that were used for the data. The event generator includes172

radiative e↵ects so that Acc also corrects for a part of173

the real internal radiative e↵ects. The factor F
rad

cor-174

rects, for each (Q2, x
B

, t,�) bin, for the virtual internal175

radiative e↵ects and the remainder of the real internal176

radiative e↵ects, which can be both calculated theoreti-177

cally [19]. The product (�Q2�x
B

�t��) corresponds to178

the e↵ective hypervolume of each bin. Finally, L
int

is179

the e↵ective integrated luminosity, corrected for the data180

acquisition dead time, which was deduced from the inte-181

grated charge of the beam measured by a Faraday cup.182

In addition, we applied a global renormalization factor183

of 12.3%, meant to compensate for various e↵ects that184

are not well reproduced by the simulations. This factor185

was determined from the analysis of the elastic scattering186

ep ! e0p0, comparing the experimental cross section to187

the well-known theoretical one.188

Figure 4 shows, for two selected (Q2, x
B

) bins in dif-189

ferent parts of the phase space, the �-dependence of the190

ep! e0p0� unpolarized cross section and beam-polarized191

cross-section di↵erence. The latter of these two observ-192

ables is defined as follows:193

�(d4�) =
1

2


d4�!�

ep!e

0
p

0
�

dQ2dx
B

dtd�
� d4 ��

ep!e

0
p

0
�

dQ2dx
B

dtd�

�
, (2)

where the arrows correspond to beam helicity states +194

and �. For each of these (Q2, x
B

) bins, three selected t195

bins are shown. In Fig. 4, the black error bars show the196
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B
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ties [14% on the unpolarized cross section in average].200
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FIG. 4. (Color online) Top six plots: unpolarized cross sec-

tion
d

4
�ep!e0p0�

dQ

2
dxBdtd�

(top row) and beam-polarized cross-section

di↵erence �(d4�) for the ep ! e0p0� reaction, as a function
of �, for (Q2, x

B

)=(1.63 GeV2, 0.185) and for 3 �t values:
0.153, 0.262 and 0.447 GeV2. Bottom six plots: same observ-
ables for (Q2, x

B

)=(2.78 GeV2, 0.335) and �t=0.204, 0.262
and 0.448 GeV2. Curves and bands are described in the text.

and associated corrections (5.7% in average), the accep-203

tance correction (5.3%), the global renormalization factor204

(5%), the exclusivity cuts (3.5%), the radiative correc-205

tions (2.2%), the particle selection (1.6%), and the ⇡0
206

background subtraction (1%).207
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feres with the well-known Bethe-Heitler (BH) process,72

illustrated in Fig. 1 (right), where the final-state photon73

is radiated by the incoming or scattered electron.74

Extracting the GPDs from the DVCS process requires75

measuring a series of observables for the ep ! e0p0� reac-76

tion over the broadest kinematic domain possible. Sev-77

eral observables, such as the unpolarized cross section78

and polarized beam or/and target asymmetries, are nec-79

essary in order to separate the four GPDs. Each observ-80

able is sensitive to a particular combination of GPDs.81

This paper presents a major contribution to this global82

and long-term endeavour: the extraction of the ep !83

e0p0� (i.e., DVCS+BH) unpolarized and beam-polarized84

cross sections over the widest phase space ever explored85

in the valence-quark region, with 110 (Q2, x
B

, t) bins86

covering: 1 < Q2 < 4.6 GeV2, 0.1 < x
B

< 0.58,87

and 0.09 < �t < 0.52 GeV2. In this kinematic do-88

main, our results formidably enrich the existing set of89

measurements of the ep ! e0p0� reaction which con-90

sists of: four (Q2, x
B

, t) bins of unpolarized cross sec-91

tions and 12 bins of beam-polarized cross sections mea-92

sured by the JLab Hall A collaboration [12], 57 bins of93

beam-spin asymmetries measured by the CLAS collabo-94

ration [13], and 18 bins of longitudinal target- and beam-95

target double-spin asymmetries measured by the CLAS96

collaboration [14, 15] (in addition to the handful of CLAS97

pioneering data points of Refs [16, 17]).98

The experiment took place at JLab during three99

months in 2005, using the 5.75-GeV polarized elec-100

tron beam (79.4% polarization), a 2.5-cm-long liquid-101

hydrogen target, and the Hall B large-acceptance102

CLAS spectrometer [18], operating at a luminosity of103

2⇥1034cm�2s�1. The polar-angle acceptance of CLAS104

for photons (⇠15-45�) was extended down to 5� with the105

addition of a specially designed electromagnetic calorime-106

ter (“inner calorimeter”, IC [13]), with full azimuthal cov-107

erage. A solenoid magnet was installed around the target108

in order to magnetically shield the IC from the copious109

Møller background stemming from the target.110

The first step of the data analysis was to select events111

with at least one electron, one proton, and one photon112

in the final state. Electrons were identified by signals in113

the CLAS drift chambers, scintillators, Cherenkov coun-114

ters, and the standard CLAS electromagnetic calorime-115

ters. Protons were identified by the correlation between116

their measured momentum and velocity. The highest-117

energy particle detected in the IC was considered as a118

photon candidate. Once these three final-state particles119120

were selected and their 3-momenta determined, the ex-121

clusivity of the ep ! e0p0� reaction was ensured by apply-122

ing 3� cuts on the following four variables: the squared123

missing massMM2
ep

of the (epX) system, the coplanarity124

angle ��, i.e., the angle between the (�⇤, p) and (�⇤, �)125

planes, the missing transverse momentum of the (ep�)126

system, and the angle ✓
�X

between the measured photon127

and that predicted by the kinematics of the (epX) sys-128
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FIG. 2. (Color online) Two of the four variables on which
3� exclusivity cuts (vertical lines) were applied to select the
ep ! e0p0� reaction: �� (left) and ✓

�X

(right). Black solid
distributions correspond to the events with at least one elec-
tron and one proton detected in CLAS, and one photon de-
tected in the IC, after applying the exclusivity cuts on MM2

ep

.
Each blue shaded distribution corresponds to the events re-
maining after applying the exclusivity cuts on all the variables
except for the plotted one.

tem. We also selected the particular kinematics: W >2129

GeV, where W 2 = s = (�⇤ + p)2, to minimize contribu-130

tions from radiative decay of baryonic resonances, and131

Q2 > 1 GeV2 in order to be in the deep virtual regime.132

As an example, Figure 2 shows the e↵ect of two of the133

four exclusivity cuts.134

Under these conditions, we ended up with about135

300,000 events. Figure 3 shows the resulting (Q2, x
B

)136

and (�t, x
B

) kinematic coverages of the data and the137

adopted binning [21 (Q2, x
B

) bins and 6 t bins], which138

is finer than used in Ref. [13]. Note that the bins and139

results presented here are limited to the |t| region below140

0.52 GeV2 while the actual coverage of the data goes be-141

yond 1 GeV2. The ep ! e0p0� cross sections vary very142

rapidly with kinematics, primarily due to the BH pro-143

cess. In order to minimize the uncertainties related to144

the knowledge of the kinematics, we chose to minimize145

the size of our bins, while keeping comparable statistics146

in each bin.147
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) (right)
kinematic coverages of this experiment, with the correspond-
ing binning.
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Due to the azimuthal symmetry when using an unpo-150

larized target, the ep ! e0p0� reaction depends on four151

independent variables. For the study of GPDs, the most152
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Intro to GPDs Global fits (small x
B

) Global fits (all data) Neural networks Conclusions

2015 CLAS cross-sections (2/2)

28 Krešimir Kumerički : GPD phenomenology

☞  Kresimir Kumericki: Status of GPD phenomenology - fits to DVCS data (IWHSS 2015, Suzdal, Russia)
Cross Sections & cross section differences

Intro to GPDs Global fits (small x
B

) Global fits (all data) Neural networks Conclusions

2015 CLAS cross-sections (2/2)

28 Krešimir Kumerički : GPD phenomenology

Intro to GPDs Global fits (small x
B

) Global fits (all data) Neural networks Conclusions

Neural Net HERMES fit - BSA/BCA

33 Krešimir Kumerički : GPD phenomenology

Intro to GPDs Global fits (small x
B

) Global fits (all data) Neural networks Conclusions

2015 CLAS cross-sections (2/2)

28 Krešimir Kumerički : GPD phenomenology

Intro to GPDs Global fits (small x
B

) Global fits (all data) Neural networks Conclusions

2015 CLAS cross-sections (1/2)

27 Krešimir Kumerički : GPD phenomenology

Comparison with recent global fits
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Ongoing DVCS analysis 

    Simultaneous analysis of 3 sub-
samples. 
    ep   - broad kinematic coverage. 
    epy  - clean channel for systematic 
studies.
    epyy - used to study exclusive pion 
production: main background in ep & 
epy 

Aram Movsisyan, July 13, 2015

DVCS measurement via ep ! epX
Analysis based on e16 data data (possibility to combine with e1f )
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Ongoing DVCS analysis 
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Exclusive pion production ep ! ep��
Data -MC comparison
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Ongoing DVCS analysis 
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DVCS with photon detection ep ! ep�
Data -MC comparison
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Thank you.
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Longitudinal Double-Spin Asymmetry
☞  Kresimir Kumericki: Status of GPD phenomenology - fits to DVCS data

Intro to GPDs Global fits (small x
B

) Global fits (all data) Neural networks Conclusions

2006 vs 2015 Hall A cross-sections

29 Krešimir Kumerički : GPD phenomenology

Aram Movsisyan, July 13, 2015

2006 2015

Comparison with recent global fits


