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Introduction

The contemporary history of room acoustics began at the end of the 19" century, thanks to the
pioneer works by Wallace Clement Sabine [1] , regarding the interpretation of reverberation
processes in large halls. The study, for sure one of the most challenging in acoustics, was car-
ried out inducing the global energetic behavior of the environment from a local analysis of the
sound decay. In practice, Sabine performed several experiments about the decay velocity just by
listening to the sound occurring after having shut a steady source (an organ pipe) off, then he de-
vised thefirst formuladescribing the energy decay rate (Sabineformula). Thiswas subsequently
interpreted according to the whole energy balance

dw

\% T Im—1I,
linking the energy rate of increase to the difference of rates of energy production and absorption
respectively (V' isthevolume of theenvironment). Theessential point which madethisavailable
was the assumption that the quantity dw/d¢ is independent of the position x where the decay
is perceived and measured during the reverberation process. In short, the local energy density
w(x, t) and the energy density flux j(x, t), are supposed to be homogeneously and isotropically
distributed over the volume V. On the other hand, this statistical assumption, which is referred
to in the literature as the “diffuse field hypothesis’, has never been carefully interpreted, so that
nowadays a deep investigation of the relationship between local and global quantities is still
lacking.

In the research area just mentioned the purpose of the present thesis is that of giving a con-
tribution to the development of the analysis of confined fields, both from the theoretical and
experimental viewpoint. First of all, the task will be approached by introducing a proper formal
apparatus for expressing the energy transfer; after that, by the implementation of new intensi-
metric procedures, it will be shown how the local quantities previously defined are related to
the overall structural properties of the acoustic field.

The entire work is subdivided in four chapters: below we summarize the main arguments
treated in each of them.

(1) The mostimportant quantities and physical laws of linear acoustics theory are introduced and
discussed. A particular attention is devoted to the reformulation of energy fluxes in terms of
the radiating and oscillating intensity.

(2 Here a short review of acoustics phenomena characterizing acoustic confined fields is given,
by means of a wave and a statistical treatment. The main original subject which will be
discussed is that of the impulse response technique, employed for obtaining the potential and
the kinetic energy behavior during the sound decay (extension of Schroeder’'s method).

(3) The experimental techniques adopted for measuring the energetic quantities are here illus-
trated. These include the standargh (pressure-pressure) method for the intensity mea-
surements as well as the cross-correlation procedure for determining pressure and velocity
impulse responses and the convolution procedures (FFT, Hadamard transforms) for recon-
structing stationary signals.



(4) The last part regards the discussion of the results obtained from a set of experiments per-
formed in particular confined fields: an organ pipe, a plexiglass duct and an opera house
(“Teatro Comunale” in Ferrara).

It follows a brief appendix, describing some important aspects of the signal processing algo-
rithms used throughout the work.

The original contributions developed by the candidate are presented in Sections 2.5, 2.8, 3.4
and in Chapter 4.



CHAPTER 1

The equations of linear acoustics

The phenomenon of sound in fluids (liquids or gases) is due to positive and negative variations
of the medium density with respect to their equilibrium val ues, which are generated by the action
of the so-caled sound sources : these may be either rapid compressions and dilatations caused
by vibrating bodies or the intermittent introduction of matter into the medium. In the context we
are about to study, that of /inear acoustics in air, the above-mentioned variations are extremely
small, that is not morethan 10~5 timesthe equilibrium value. They arerelated to the behavior of
other hydrodynamic quantities like pressure and velocity, in such away that the entire process
takes place on a space scale extremely larger than the dimension of asingle oscillation: in other
words, the so called wave propagation isestablished in the medium, so that thelocal perturbation
is transmitted at large distances. The mechanism which makes this possible is founded on two
basic physical properties: (i) the medium elasticity, which carries out arelationship between the
fluid's normal stress (pressure) and its dilatations, (ii)itleetia, i.e. the property of opposing
a dynamic reaction to an impulse variation.

The most important characteristic of sound propagation from our point of view is that acoustic
pressure variations are associated with a local fluid velocity: this determines a wave energy
transfer inside the medium, which in the linear approximation does not involve any long range
matter movement, thanks to the oscillating behavior of the acoustic quantities.

In this chapter we will present the fundamental features of linear acoustics in fluids, in order
to put the basis for a subsequent understanding of the processes related to the energetic quantities.

1.1 Fluid dynamics fundamentals

The first task to be treated regards the description of the laws of motion when dealing with
small amplitude sound waves in a non viscous fluid [2] , [3] . A first requirement for this
to be accomplished is the definition of the physical element taking part in the motion. In the
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usual representation one speaks of a fluid particle : this has to be thought as a generic amount
of matter contained in avolume element which is small compared with respect to the ordinary
measurement precision, but sufficiently large to contain a huge number of molecules, in such a
way that the physical quantitiesinside of it can be considered constant.

1.1.1 Kinematics

As known, the mathematical representation of fluid motion adopts these two alternative ap-
proaches:

¢ Lagrangian scheme
o Eulerian scheme

In the Lagrangian scheme the particles movement is described with respect to a fixed ref-
erence frame: one defines the position x, of an element at ¢ = 0 and follows the motion at
subsequent instants, so tracing the path by means of the curve x = s(x,;t). On the contrary,
the Eulerian scheme 1s based upon the description of the fluid motion in each specified point.
Some of the Eulerian quantities we shall encounter are: the sound pressure p(x, ), the particle
velocity v(x, t) and the mass density p(x, t).

It is useful to find out the kinematical relationships linking the two descriptions. For this
we must introduce the Lagrangian velocity by calculating the time derivative of the trgjectory
vector: v;(xg;t) = 0s(x¢;t)/0t. Thisexpresses the velocity at the time ¢ of the particle whose
initial position is x,, therefore, with respect to the Eulerian velocity one finds: v;(xo;t) =
v [s(x,;1), t], so that s satisfies the following Cauchy problem

ds(t)
dt

From the knowledge of the Eulerian velocity at any point and at any time, one can find the par-
ticles trajectories corresponding to every initial poitg. Conversely, knowing the trajectories
it is possible to obtain both the Eulerian and the Lagrangian velocity.

As far as the acceleration is concerned, we must take account of the different ways the time
derivative has to be calculated in the two schemes. The Eulerian time derivative of a scalar
functiong(x, t) is performed in a fixed point, hence

=v[s(t),1] s(0) = xo 1)

g = 89(5;7 t) :hH(lJ g(Xut + T) B g(X7 t) (2)

T

while the Lagrangian derivative is calculated following the particle trajectory:

.. dgls(®).1] _ 99 g dsi _ 99 99 _
T aﬁzi:axi at aﬁzijv’@xi B ©

Here the ternv - V¢ indicates the movement @i/t in the timedt. In particular, the quantity

0 1) 0%s(xo;t
al(xo;t) = Vl(a);Oa ) _ Sé};()a ) = v, + (V . V)V (4)
is the acceleration of a particle which isxp at timet.
In the present work we shall make use of the Eulerian formulation: thus it will be possible to
deal with acoustical quantities expressed as scalar or vectorial fields.
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1.1.2 Mass conservation

We may now introduce the mass conservation equation, which gives a relationship between

density and velocity in a fluid. Let’s first take for simplicity the case of a one dimensional
motion, for instance along the coordinateand indicate withy(x, t) andv(x, t) the mass for unit

length and the fluid velocity, both in the Eulerian representation. The mass transfer is expressed
by themass flux density m(x,t) := p(x,t)v(x,t): the amount of matter which crosses a surface

of unit area normal ta: in unit time. Let's now take a fluid portion inside a volume delimited

by two parallel planes of unit area, placed normally to the motion axis, in the positiand

x + dx respectively: the corresponding fluxegx,t) andm(x + dz,t) determine a gain and

a loss of mass density between the two planes, so that their difference must be equal to the net
variation of mass flux density inside the region. Indicatingddy,t)q(z,t) the source term
(wheregq represents the rate of production or of absorption of mass) this variation is written as
follows

ap(;t’ H dz = p(z,t)q(z, t)dz — m(x + dz, t) + m(z,t)
therefore
Op _ ,y—9m
at "M ox

The last equality expresses the Eulenadys conservation law: a mass increase (decrease) in
a fixed space is caused by a net ingoing (outgoing) flux and/or by an introduction (absorption)
of matter. For obtaining the same law with respect to a point moving with the fluid (Lagrangian
formulation) the termdp/0t is written as a function of the total derivative (see Eq. (3) in one
dimension):
v v

Pzpq—p%—v%HJ%ZM—p% (5)
The three dimensional generalization is straightforward in both cases: in this case the flux is
given by the vectom := pv, therefore

pi=pq—V - -m (6)

p=pq—pV-v (7)
We note that the mass velocitycan be interpreted as the ratio of the mass flux density to the
mass densityy = m/p. Moreover, Eq. (7) fop = 0 can be written

p dlogp
V-v=-—-%=— 8
v=-, P 8)

from which one realizes that if the trajectories do not diverge W.e.v = 0, the fluid density
remains constant, if on the contraky - v <0 (> 0), that is the trajectories are convergent
(divergent), the density increases (decreases) along the path.

1.1.3 The Euler equation

The fundamental equation of fluid dynamics is directly derived from the Newton law. Since we
are dealing with small acoustic perturbations in air, we can make the reasonable assumption that
gravity and internal friction are negligible [4] , so that the only effective forces acting on a particle
are the surface ones, due to the pressure exerted by the adjacent fluid portions. Therefore,
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considering avolume V, delimited by a surface S, we have

Fq= —/dQXpn )
s

where n is the external normal unit vector of the surface. Applying the divergence theorem to
the three components we obtain the volume integral from the surface one:

ei/dzxpn :/dQXp(ei-n):/d3xV-(eip):ei-/d3pr
S S 1% v

Remembering Eq. (4) , we get the Euler equation

/Vd3xp {% + (v - V)v] :/Vd?’x Vp (20)

whose differentia formis
Vp
P

First of all we note that this is non linear, owing to the terms (v - V)v and Vp/p; moreover,
the unknown functions are five (v, p, p) S0, even joining the scalar mass equation, we cannot
find a unique set of solutions. Anyway, we'll see that in the case of perfect gases it is possible
to derive a linear version of Eq. (11) — once some physical conditions are satisfied — as well
as to establish a proportionality relationship among some of the variables: this will allow us to
solve the problem.

Now we may spend some time in finding an alternative formulation of the general Euler
equation, which will turn out to be useful later. For this we suppose the motisenisopic, i.e.
the effects due to the friction and thermal conductivity are negligible, so that the entropy content
of a fluid particle may thought to remain constant along the path; note that this assumption is
well justified in the audible frequency range [4] , which is just the situation we are going to
study.

Let’s introduce the thermodynamical functionsh, ¢, representing the entropy, the enthalpy
and the internal energy per unit mass. The entropy conservation is expressed by the vanishing
Lagrangian derivatives(= 0) while the first and second law of thermodynamics for an infini-
tesimal transformation are respectively given by

de =dQ —pdV  dQ =Tds (12)

vi+ (v-V)v= (11)

whered(@ is the heat absorbed per unit mass @rttle absolute temperature. In our cdse= 0,
hence, expressing in terms of the density, one obtains

de =L ap (13)
P
On the other hand, the variation of enthalpy= ¢ + p/p) is

d
dh =de — Lap+ 2
p p

Therefore, replacinge with the aid of Eq. (13) , we hawéh = dp/p. It follows
Vp=pVh (14)
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The Euler equation for an isentropic fluid motion is then

vi+ (v-V)v=Vh (15)

1.1.4 Energy and momentum

The fluid energy per unit volumeis
2
w=p <V7 + 5) (16)

wherev? /2 and e arethekinetic and theinternal part. Inorder to obtain the expression describing
the energy transfer, we must calculate the partial time derivative of w. The kinetic term gives
(using Egs. (6) and (15) ):

1

§(PV2)t =

2
(Vipr +2pv - v) = —VEV (pv)—pv - (v-V)v—pv-Vh

N =

2

2
= —VEV (pv)—pv -V <VE + h)

For the internal term we obtain
_ b o P -
(pe)e = pee + pee = ;pt + p€ = py (; + E) =—hV - (pv)

where in the second equality we have made use of Eq. (13) , which implies s, = pp—2p;, while
in the last one we have written the definition of enthalpy and used Eq. (6) once again. The sum
of the two terms gives —V - [pv (h + v2/2)], s0, defining the vector j =pv (h + v?/2),

w+V-j=0 (17)

This is exactly the fluids energy conservation law. Integrating Eq. (17) in afixed volume V/
and then using the divergence theorem, it follows

d

T Vd3xw:—/sd2xj-n (18)

The meaning of Eq. (18) can be smply stated as follows. when the source term is null, the
energy variationin the unit timeinside V' isequal to the ingoing flux of j through S. Therefore,
j playstherole of energy flux density but, unlike the case of the mass equation, where the flux
was equal to the density times velocity, j is now not just equal to wv; yet j =wv+pv, from
which:
wy + V- (wv+pv) =0 (19
In short, wv is the analogous of pv in the law p; + V- (pv) = 0 and may be interpreted as a
convection term; on the other hand, pv isthe work done by pressure.
The fluid motion produces also a transfer of momentum: its value per unit volume is equal

to the mass density flux m =pv. With arguments similar to thoseillustrated above, one may get
avectoria relation expressing the momentum conservation law :
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The flux is now a second order symmetrical tensor which may be decomposed in two parts:
T=3+P, where J isthe convective momentum flux and 3 the stress tensor:

Vgly  Ugly Vgl
J=p| vy vyv, vy, L=
VUp VU VL0,

(21)

oo
o O
_N OO

1.2 Sound in perfect gases

Now we shall deal with the main theoretical topics regarding linear acoustics in perfect gases:
the context where most of sound phenomena perceived by human beings take place. This will
be the background which our work will be built on [2] , [3] .

1.2.1 The wave equation

We may indicate the absence of acoustical perturbationsin the medium by means of the equilib-
rium values of the three fundamental quantities: pressure, mass density, fluid velocity (po, po,
v); however we shall remember that, in ordinary environmental conditions, the particlevelocity
may be thought to be zero, since the motion of the single moleculesis of thermal origin.

When an acoustic source, like avibrating object, produces a perturbation in the medium, the
above mentioned quantities become: p = pg + p1, p = po + p1, v = v1. EQs. (6) and (11) , in
aregion of space not including the source, are then written as follows

(po+p1)y + V- [(po+p1) v] =0

(po+p1) (Vi +v-Vv) ==V (py+p1)

Thelinear acoustic theory isbased on the assumption that pressure and density variations, p; and
p1, ae small compared with the corresponding equilibrium values: this allows usto neglect all
the terms of order higher than first in the equations. Theresult isthe following pair of relations:

pit +poV-v=0 (22)
v

vi+ ~L =0 (23)
Po

which, in contrast to the previous ones, are linear.

Thanks to another basic simplification, this time due to thermodynamics, is then possible to
establish a proportionality relationship between p;and p;, which represents the empirical phe-
nomenon of the linear dependence between the normal stress and the volume change. The phys-
ical principle accounting for that isthe “Laplace hypothesis’, for which sound vibration occurs
without any significant heat transfer. From the Fourier equation viewpgint{; + v - Vs) =
x AT) the statement is equal to setting the thermal conduction coeffieisntero, so that the
motion is isentropic, being; + v- Vs = 0. In the case of a medium which can be well de-
scribed by a perfect gas, as for instance air at ordinary pressure and temperaturedf Pa,

Ty ~ 300 K), it follows:

p=Cp? (24)
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wherey = ¢, /cy isthe specific heatsratio and C' is a constant. Through a Taylor series expan-
sion limited to first order, one then finds that pressure variations obey the following relationship

0
pr=dp= (—p> dp = p (25)

dp
where the quantity ¢?, which we will dwell upon in the following section, has the dimensions of
asquared velocity. If in Eq. (22) wereplacethe expression of p;from Eqg. (25) and differentiate
with respect to time, we have
p_t; + pOV Ve = 0
C
from which, writing v; according to Eq. (23) , we get the wave equation (caled also d’Alembert
equation) for pressure:

Ap — % —0 (26)
It is easy to show that, thanksto Eq. (25) , the same equation holds for mass density aswell.

1.2.2 The speed of sound

The form of Eq. (26) tellsusthat ¢ is the speed of sound propagation in adiabatic conditions.
From Eq. (24) we obtain the equality

0 B yp
2= Cp =~Cp = E
¢ app p

which, according to the state equation for perfect gases: p = pRT /i (Where R = 8314 J kg
K=! and m,;, isthe average molecular weight of air), becomes

s VRT

B Mair
Dry air is approximately made up of 78 % Ny (my, = 28), 21 % O (mp, = 32) and 1% Ar
(m 4, = 40), hencemy;, ~ 0.78 x 28 +0.21 x 32+ 0.01 x 40 ~ 29. Moreover, puttingy = 1.4

(c, = 1.08 - 103 Jkg 'K, ¢y = 5/7¢c,), sound speed at 7" = 300K is found to be about
347 ms~L.

c (27)

1.2.3 The velocity potential

If in the linearized Euler equation (Eq. (23) ) we apply the rotor operator to both sides we get
(V xv), =0,for V x Vp=0: thisadmits a solution v whose rotor is zero:

Vxv=0 (28)

hencedescribing an irrotational motion (not involving any rotation and deformation with change
of shape). One easily verifies from Eqg. (22) that in these conditions also the velocity vector

satisfies the wave equation:
Vit

Acoustical waves are thus longitudinal, the particles movement being directed along v. Ac-
cording to Eq. (28) , v itself may be expressed through the gradient of ascalar function ¢(x, t),
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named velocity (or kinetic) potential ; as a consequence the Euler equation may be written
V(poor + p) = 0, from which one infers that the argument of the gradient is a function of
time only:

pPodi +p = f(t)
If, through a gauge transformation, the potential is chosen in such away that f iszero for every
t, wefind out that p,, p1, v may be written as functions of ¢ only:

v=Vo¢ p1 = —podr P1 = _ngﬁt (30)

We also note that the wave eguation is fulfilled by the potential too:
Agp—-—=0 (3D
C

so, thanksto Eq. (30) , we shall take Eq. (31) asthe reference equation in the formal study of
linear acoustic fields.

1.2.4 Sources

Now we will redlize that the wave equation referred to aregion containing the acoustic source
has a non homogeneous form. Actually we may describe the sound origin in two ways. by
means of mass source or by a pressure perturbation. 1f we focus our attention on the latter case
it is helpful to write the perturbation as adistribution P(x, t); Eq. (23) then becomes

PoVi + Vp =—-VP (32)

Introducing the velocity potential, Eq. (32) isrewrittenintheform V (po¢: + p+ P) = 0, asit
has been done in the previous section, ¢ may be chosen in order to make the gradient argument
zero. If wereplace v = V¢ into Eqg. (22) we get the kinetic potential wave equation with the
source term g

P,
Ag-2 g 4= — (33)
Poc
Now, taking into account Eg. (30) , we obtain the expressions of the source terms appearing in

the wave equations of pressure, density and particle velocity

Gp = ——% Qp = ——1 Qv = (34)

1.3 Elementary fields

Even though in practice it is almost aways impossible to determine a solution of the wave
equation describing the physical situation in an exact manner, it is useful to study some ideal
cases; these can in fact be often taken as suitable models for accomplishing an approximate
analysis of the acoustic system. For this reason we will now discuss two important solutions of
the homogenous equation [3] .
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1.3.1 Plane waves

The simplest field is given by the plane wave : in a proper reference frame its quantities may

be described as functions of just one spatial coordinate, let’s sayz, and of the time¢. The wave
equation for plane waves is thus reduced to the one-dimensional form, whose most general
solution is written

(o t) = fi(x—ct) + f(x+ct) (35)
wheref, e f_ are two arbitrary functions, which are constant on planes normalépresenting
awave traveling at speedlong the positive and negativaespectively. According to Eq. (30)

pressure and velocity are

plz,t) = pocfl — pocf_ =pi +p-

v(z,t) = fL+f =pi/poc—p-_/poc (36)
For a generic direction, the plane wave solution is writtéx, t) = f (k- x—wt)+ f (k- x+
wt): in this case the propagation plane is defined by the equRtion= const. wherek, called
wave vector, satisfies the dispersion lakfc? = w?.

In the class of the plane waves an essential role is play@ebychromatic waves, which in
polar form are written

P(x,t) = Aellkex—wt) (37)
Note thatA is a complex amplitude, independentoéndt.

1.3.2 Spherical waves

Spherical waves are characterized by the dependence on a disfesroea fixed point in space,
calledcenter. Their mathematical expression can be easily obtained writing the wave equation
in spherical coordinates and neglecting the polar and azimuthal angles. The result is

[ro(r, 1), = % (38)

which is just the d’Alembert equation for the functiea(r, t). According to what we have said
in the previous section a solution of Eq. (38) is of the kind

Ji(r—ct) + f-(r +ct)

o(r,t) = (39)
Therefore the first term represents @ngoing wave propagating from the origin to infinite
distances and with an amplitude decreasingdsthe second is thigoing term, traveling in
the opposite direction.

For a sinusoidal time dependence the sound pressure and the particle velocity are

=R = L (- DYoo 220 (L)

r wpor r PoC kr

Unlike the case of the plane wave behavior, the phase relationship betaeen depends on

a length, through the scale factor. Itis thus customary to think of a spherical wave as roughly
divided in two regions: theear field (kr < 1), where the velocity component in quadrature
with the pressure dominates, anghafield (kr > 1), where the opposite occurs. As we will
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FIGURE 1. The normal reflection of a plane wave.

see below, this property has remarkable effects on the way how the energy is transferred inside
thefield.

1.4 The wave reflection

Up to this point we have focused our attention just on intrinsic properties of the acoustic field:

we have not explained what happens when there are constraints in the environment. Thisis
by far the most frequent situation encountered in practice: think for instance at the way how
the sound propagates in rooms, where the space available is even finite. This argument will be
treated more extensively in the next chapter; yet, now it is necessary to introduce the general law

of reflection from the wave point of view [4] : thiswill allow usto understand the main effects
on the energy propagation. The easiest way of doing thisisto take into account the reflection of

a plane monochromatic wave on a single surface, which for smplicity is considered perfectly
plane, rigid and of infinite extension, but partialy porous. When the wave interactswith thewall

a secondary wave is created in correspondence of the air-wall separation surface. Thisis called
reflected wave and has adifferent amplitude, phase and propagation direction, from those of the
direct one. If the incident wave is normal to the surface, let’s say it travels along the directian
as shown by Fig. 1 its pressure and velocity components are given by

. P, .
pz(x,t) _ Poel(wtflm) /l)i(l',t) _ _Oel(wtflm)
z
where P, indicates the wave amplitude and= pqc (characteristic impedance of air). The
reflected wave is then:

pT(x’ If) _ Cpoei(wt+lc:c+¢) — Cpoei(wt+lcx) v, (.CE, If) _ _C&ei(wt+l€m+¢) — _C&ei(mﬂrkx)
z z

where we have introduced the complefection coefficient C := Cel? (0 < C < 1); the total
field is then the result of amterference processp = p; + p., v = v; + v, (see Eq. (35)). In
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particular, evaluating the above expressionsin the plane given by = = 0:

P00 =R A+C)E (0,0 ="2(1-C)e

We emphasize three notable cases:

e C = 1: perfectly reflecting surface with impenetrable walls (v(0,¢) = 0);
e C = —1: perfectly reflecting surface with pressure release (p(0,t) = 0);
e C = 0: non reflecting surface (p(0,t) = v(0,t)/z).

1.5 Acoustic energy and momentum

The theoretical and experimental study of acoustic phenomena is often undertaken with atten-
tion on the energy and momentum carried by the waves. We will now see how to describe the
behavior of these quantities in the linear context, once again with the help of the general laws
of fluid dynamics processes[2] , [3] .

1.5.1 The energy conservation law

Let's expand the energy of Eqg. (16) in a Taylor series up to second order with respect to the
density perturbatiop; = p — pg. As regards the internal energy term, we have:

9(pe) 1 2 [0%(pe)
P52P050+(P—P0){ ] + 5 (p— po) {
|y 2 p* | po

The two derivatives must be calculated at constant entropy: using the relatienip/p (EQ.
(14) ) and the definition of? (Eg. (25) ) we find

5] - (242 0en () 0o (3), ().

5)-(3) -2

Replacingp; with p; /c* and adding the kinetic term we obtain

1 p? 1
w >~ pogg + prho + 5—12 + —,OOV2
PoC 2

The first two terms are unessential from the acoustic point of view: in fgeg,is the energy
density of the medium at rest whiteh, can be neglected, because its integral on the gas volume
vanishes, meaning that it doesn’t give any global contribution. The final approximaiedic
energy density w; is then given by the sum of thekdweric part, pov?/2, and apotential (or
compression) parg?/(2poc?).

1 2
w1 = =P (p_; + v2> (40)
2 z
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We now may find out the expression of the energy conservation law. Differentiating w, and
writing p; and v by means of Eq. (30) we obtain

Wit = Po (p1tp1 + Vt'V) = Po <¢tt¢t + V- V¢) (41)

22 c?

In general ¢ obeys the non-homogeneous wave equation (Eq. (33) ), therefore we may write
¢t = 2 (A¢ — q). Eq. (41) becomes then

w1y = po [¢r (AP —q) + V¢ - Vo] = =V (p1v) + p1gq

Thisisusually written
wy + V- j; = pigq (42)
Thus, the role of the vector j; = p,v, caled acoustic intensity, is that of wave energy flux

density, while p,q represents the energy source term, i.e. the space-time distribution of energy
introduced in the environment per unit time.

1.5.2 The momentum conservation law

The wave momentum density ism; = p;v (see Sect. 1.1.4): the corresponding conservation
equation is

my;+VIMN=0 (43)
where 901 isthe wave-stress tensor, representing the wave momentum flux density . thisis found
tobe[2]

1 2
B (7)5 — 7)5 — 7)2 + %) Vg Uy VgV,
1 2
M = po Vy Uy 3 <1)§ —v2 -2+ %) Vy U,
1 2
V, Vg V,y 3 (7)5 — 7)5 — 1)5 + %)
- 0 - . - - (44)
It is easy to see that the wave momentum density is proportional to the sound intensity:

m; = (45)

c2

Thisrelation is quite general (for instance it holds for electromagnetic wavesif j; indicates the
Poynting vector and ¢ the speed of light) and represents a link between the two conservation
equations (Egs. (42) and (43) ).

From now on we will exclusively deal with acoustic quantities, hence we can write them
omitting the subscript 1.

1.5.3 Radiation pressure

Integrating Eq. (43) on avolumeV, enclosed by the surface S, one finds

d
— d3xm:—/d3xv-9ﬁ:—/dzxﬂﬁ-n (46)
dt Jv v s
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where the last equality follows from the divergence theorem. Denoting by my, the momentum
of thewavein V' and by F thetotal force, Eqg. (46) can be written

di

dt

which isjust the Newton law. From Eq. (47) we can gain a deeper understanding of the tensor
M. infact, the vector p,..q = —IN - n istheradiation pressure exerted by the wave on a surface
of normal n. Thisis aquite important result, for its shows that the acoustic radiation pressure,
often treated as a nonlinear effect [5] , is present in the linear case aswell [6] .

—F (47)

1.6 Energy average behavior

We now approach to the main subject of the present work, the study of the average behavior
of acoustic energetic quantities. The averaging procedure we will referred to in the following
of the discussion is expressed in Appendix and appropriate both for deterministic signals and
stationary ergodic processes.

Asfar as concerns the energy density, the average values of the two components are propor-
tional to the mean square pressure and mean square velocity respectively:

Wy (x) = %p()(l;_2> Wi (x) :== %Po (v?) (48)

thus the total energy is of course
W — _ 1 ) 2
(x) = (w) =Wy + Wk = P\ o + <V > (49)

In general W, and Wy are not equal: for characterizing their relative magnitude it is useful to
introduce the indicator [10]

o= 2\/ WUWK _ 2cz <p2> <V2>
’ WU + WK <p2> + 22 <V2>

(50)

which is the ratio of the geometric to arithmetic mean of the two energy parts. Note that 0 <
o<1.

Extremely important is also the average version of Eq. (42) : thanksto (w;) = 0, it reduces
to

V- A =(pq) (51)

where we have defined the mean intensity vector: A (x) := (j), which can be also interpreted as

the sound power flux density. We can graphically represent the mean intensity vector A (x) of a
steady acoustic field by mean of a pattern of power flux streamlines : these are built analogously

to the usual streamlines adopted for describing the mass flow in afluid. In particular, a power

flux streamline is any continuous line across which the mean power flow is zero [7] , [8] .
Actually, in many real situations the time average distribution (pq) is zero everywhere, apart
from a limited region occupied by the source (consider for instance a loudspeaker in a room),

then the most frequent form of Eq. (51) isV - A = 0. In this case the Gausss theorem holds,
meaning that the power flux through a tube formed by a bundle of streamlines is conserved.
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1.7 Time independent intensities

Thedefinition of the mean intensity suggestsan important remark. Themeanvalue A isstrongly

affected by the time-dependence of p(x, t) as compared with that of v(x,¢). For instance, if A
vanishes, due to symmetrical oscillations of j around zero, it is clear that A by itself doesn't

suffice to describe the average energy motion. Our next target will be then that of expjessing
in such a way to evaluate also the part not associated to a net transfer of energy. We begin with
the simplest case.

1.7.1 Monochromatic fields
The acoustic pressure for a monochromatic field may be written in real form as:

p(x,1) = P(x) cos [x(x) — wi] (52)
through the Euler equation the velocity is then given by:

7P(XZ}ZOX(X) cos [x(x) — wt] — cfp(oX)

v(x,t) = sin [y (x) — wt] (53)
Itis evident thaw is formed by a sum of a term in phase and one in quadrature with the pressure;
we will indicate these contributions by, andv, respectively [9] . The instantaneous intensity
j =pv itself will then split into two partsa =pv, er = pv,, in such a way thata) = A and
(r) = 0. In this way we have obtained a simple partition of the fjusuitable to our purposex
represents the term responsible for the net energy transfariaride oscillation term. We will
call these two vectorsiadiating intensity andoscillating intensity [19] ; they may be written
in this way:

a = 2A [cos (x — wt)]? r =Rsin[2 (x — wt)] (54)
whereA (x) = P?Vy/2wpy andR(x) = —PV P/2wpy.

1.7.2 General fields

When extending the definition af andr to the general case of non monochromatic fields,
which in practice is by far the most common one, one has to bear in mind that the concept of
relative phase betweerandv looses its meaning. We can convince ourselves of this by a simple
example; let’s take a bichromatic field whose pressure is

p=p1+p2 = P cos[x1 —wit] + Pa(x) cos[x2 — wat]

The velocity is here given by four terms:= vy, + vi, + va, + Vo, therefore the total instan-
taneous intensity is formed by eight terms; among these the only ones which do not vanish on
average are; vy, €pavy,, While four of the remaining six vanish being products of different fre-
guencies and the other two due to the quadrature relationship between equal frequencies. The
oscillating intensity now depends on the relative phases of the single waves and on the cross
terms given by the superposition of frequencies, so that the partition in terms of the global phase
betweerp andv is no more applicable. We may find a solution to the problem noting that the
termv, in Eq. (53) may be rewritten as

o Vx _ P*’Vx p
" wpo wpo P?
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which gives:
(pv) p (P*)v—Ap
v, = vV, = ——F——
) ! (p?)
The partition of v isnow written in such away that v, (x,t) shows the same time dependence of
p(x,t) and v,(x, t) times p has zero average [12] . Yet, this definition is quite general, and may
be used for any kind of field; therefore we can alwayswritej = a + r, where:

(55)

A )i A
(P?) B (?)

from which one finds (a) = A and (r) = 0 once again.

(56)

a:=pv, =

1.7.3 The polarization tensor

We now discuss the task regarding the quantitative evaluation of “how much’ the intensity
oscillates on average. Due to the fact that= 0 by definition, we have to resort to the general
method of second order moments, explained in Appendix (Sect. A.3.1). We start defining the
tensor

MN(x) :=2(r®r) (57)
and subsequently
R(x) = /N(x) (58)

which expresses theverage oscillating intensity. This allows us to represent the indicatrix
guadric [11] describing the energy oscillation: its equation is given by

q- ‘ﬁfq =1 (59)

wheret, is the restriction oMt to the subspace of the positive eigenvalues. The graphical
rendering of the quadric, which as known may be an ellipsoid, an ellipse or a segment, offers
a remarkable physical interpretation®f the lengthl of a generic segment joining the ellip-

soid center with a point on its surface, represents the average amount of flux oscillating along
the direction defined by the segment. In particular, the eigenvalug®s wfich are the ellip-

soid’s semiaxes, express this quantity along the three reference axes. We then realize that, when
these are not equal, the oscillating flux may be thought tpdd@ized. One remarkable case
where this happens is given by monochromatic fields we have analyzed in the previous section:
from Eq. (54) we note we are in the case where all the componentb@fe the same time
dependence, therefore, according to Eq. (177) , we have

R(x) ® R(x)

R()| (50)

R(x) =

which has justR| as a non vanishing eigenvalue, corresponding to the eigenugctofollows
that the indicatrix (59) reduces to the segment of lerzdiR| directed alondR.

The amount of energy oscillating in every direction (effective valugipfs defined intro-
ducing the Hilbert-Schmidt norm oR:

R :=||R| = VTrR2 = /2 (r?) (61)
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thisisrelated to A through the general relationship
A?+ R = <p2> <V§> +2 <p2vg> (62)

In particular, for monochromatic fields one has R = |R/|, since (r?) = R?/2. Moreover, from
Egs. (54) and (62) it follows

AT R = () (v2) +2.() (v2) (63

1.8 Energy fluxes in elementary fields

In this section we will present some computer simulations aimed to give a deeper understanding
of the energy-related quantities behavior in simple field conditions.

1.8.1 Plane wave reflection

The simplest situation where one encounters the fluxes partition is offered by the interference
field created by a plane monochromatic wave normally reflected by an ideal plane (see Sect.
1.4). It isuseful to write the sound pressure in polar form:

p(l’,t) =P, [ei(wt—km) + Oei& ei(wt—i—km)] =P, [e—ikm + CeiGeilﬂm} eiwt _ P(x)ei“’t

by simple trigonometric calculations the complex factor P(x) may be written in polar form:
P(z) = P(x)eX®), where:

C'sin(kz + 0) — sin(kx)

P(z) = P)\/1+ C? +2C cos(2kz + 6 = arct
(z) 0/ 1+ C? 4 2C cos(2kz + 0) x(z) = arc ang(jos(kx+0)+cos(k:x)

Therefore, according to Sect. 1.7.1, the intensity contributions pv,, and pv, appear. This caseis
particularly interesting because it showsin asimpleway how the average energy flux is affected
by the reflection coefficient: for instance, if C' = 0 thereis no reflection at all and the intensity
is completely radiating (progressive wave), while if C = 1 the intensity is totally oscillating
(standing wave ). Moreover, in the progressive wave case, being v = p/z (see Eq. (36) ), the
following relation holds:

|A| =We (64)

As an example we report in Fig. 2 the behavior of the instantaneous intensity in the following
three cases C' = 0;0.5; 1 (f = 100 Hz, 6 = 0). Subsequently (Fig. 3) the quantities j, a, r for
C = 0.5 areshown. The spatial behavior of R isthenreportedinFig. 4 (C' = 0.3;0.6; 1). Itis
interesting to compare this with the indicator o reported in Fig. 5. Actually, the two quantities
present a similar oscillation pattern (the spatial period is A\/2 ~ 1.7m): yet, while R varies
between zero and a maximum which increases with the reflected wave amplitude (note that in a
progressive wave R = 0 for every ), o behavesin a somewhat opposite way, for its maximum
remains fixed on 1 and its minimum gradually decreases (in a progressive wave o = 1).

From these observations we are led to interpret progressive and standing waves as proto-
types of totally radiating and oscillating fields, respectively: in the former al the mean energy
Is transferred by the average intensity vector while in the latter it is completely stored in the
neighborhood of the measuring point. These two extreme cases, which in practice can be ob-
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FIGURE 2. Instantaneous intensities in three normd reflection fields: C = 0 (continuosline), C = 0.5 (dashed
line), C =1 (dotted line). f = 100 Hz.
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FIGURE 3. Instantaneous j (dotted line), a (continuosline), » (dashed line) inanormal reflection field (R = 0.5).
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norm. units

FIGURE 4. Plane wave reflection: R vs. x for three reflection coefficients. C' = 1 (continuos line), C' = 0.6
(dotted line), C' = 0.3 (dashed line). The three curves are normalized with respect to the max. value of R for
C=1.

FIGURE 5. Plane wavereflection: o vs. x inthe same casesasFig. 4.



1.9 The energy transfer indicator 23

tained just in an approximate way, define an interval where a variety of intermediate situations
may occur and where, according to the boundary conditions, one of the two parts may prevail.

1.8.2 Monopole field

To analyze the flux behavior of an outgoing spherically symmetric wave it is useful to perform
the cal cul ations from the potential viewpoint. Thisfunctioniswritten ¢(r,t) = f(r—ct)/r (see
Eq. (39) ), hence the pressure and the two particle velocity terms are given by
_ I . _ oL
p(r,t) =z " vy(r,t) =n " vy(r,t) = nr2
where f’ isthe derivative of f with respect to the argument » — ¢t an n isthe radial unit vector.
We have then
f/2
a(r,t) = e r(r,t) = —zn—-
It follows
2 / {2 f12
Ax) = zn—<‘];2> R(x) = z7< i;f )
Even in this case the tensor R has a single nonvanishing eigenvalue (R = z/(2f2f2)/r?)
corresponding to an eigenvector parallel to n. We may also easily calculate the ratio of the
magnitude of A to the effective value of the oscillating intensity:
Al _r
R 1 (65)
where [ := (f?) / (f"?) isasort of characteristic length (in the monochromatic case ! = 1/k).
Eq. (65) statesthat the far field (» > [) and the near field (» < [) are characterized by the
predominance of the radiating and oscillating intensity respectively.

1.8.3 Dipole field

n®n

In the examples we have just shown, the oscillating intensity was completely polarized, for the
graphical representation of theindicatrix quadric was asegment. Now we may take alittle more
complex field, for exhibiting the phenomenon of energy oscillationintwo dimensions. Thefield
is given by a superposition of two monopoles of different frequency (w and 3w/2) in the plane

z,y:

p(x,t) = Py {

From a computer simulation, with f = 100Hz, P, = 107*N/m and xq = (A/4,0), we show
here the quadric representation and the mean intensity vectorsin four points of the plane (Figs.
6 and 7). The most interesting characteristic which comes out looking at both figures is the
oscillating intensity polarization along the mean intensity direction.

sin (k |x + xo| + wt) sin[3(k;|x—x0|—|—wt)/2—|—7r]}
|x + o] |x — x|

1.9 The energy transfer indicator

Owing to an analogy between the two conservation laws of mass and energy, which isbased on
theformal correspondences p < w, m « j, we can introduce the instantaneous energy velocity,
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FIGURE 6. Dipolefield: plots of polarization ellipsesin four points symmetrical with each other.
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FIGURE 7. Dipole field: mean intensity vectors in the same points of Fig. 6. The two asterisks indicate the
monopoles’ centers.
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defined asthe ratio of intensity and energy density [12] :

o jxt) 2czpv
up(x,t) := W) = i (66)

It can be easily shown that |ugz| < ¢: in particular the equality holds when the instantaneous
Kinetic and potential energies are equal.

For studying the average behavior of the energy velocity we have two possibilities. Thefirst
and most obvious oneisgiven by the quantity U(x) = (u), which representsthe mean velocity
of sound energy; on the other hand, we may aso define the ratio

_AX
u(x) = W)

which can beinterpreted asthe velocity of energy transferred by the average intensity. The two
averages obviously lead to different results: for instance u(x) (which will be called u velocity)
has the same direction of A whilein general thisisnot true of U. The particular averaging rule
introduced in Eq. (67) makesthe calculation of the # velocity quite advantageous compared to
U. In particular, we may verify the following relationship

(67)

lu| < co<e (68)

where o has been defined in Eq. (50) . Thefirst inequality is due to

A=) ((v2) = (v2)) < V) (v9)

while the second one is a direct consequence of the inequality (a — b)? > 0, with a® = 22 (v?)
and b = (p*). Moreover from Eq. (68) one finds that the joint conditions: 2 = 0 (vanishing
oscillating intensity) and 22 (v?) = (p?) (i.e. o = 1, that is Wy = W) are equivalent to the
condition |u| = ¢: in particular, this happens for a plane progressive wave (see Eq. (64) ).

We now present an argument displaying a deeper physical meaning of the u velocity, and
allowing usto use this quantity as an important field indicator. To this purpose we have to come
back to the spherical wave field considered in Sect. 1.8.2 and calculate both the potential and
the kinetic energy:

Lo 1 Ay
wy(r,t) = SPT wg(r,t) = 5,310 <f/ -

For obtaining the time averages, we first calculate the quantity

7y = Jim 5z [ dt gt =)= ot

putting £ = r — ¢t and integrating by parts, we have
1 r+cT’ 1
Uy ==fim o | dEFOFE) = = lim 775 [f* (r4eT) = f*(r = D)) =0
whence it follows

W:

o <2 S <f—2>) (69)

1
2 r? r4
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The u velocity modulus becomes then

2r2

lu| = Yo (70)

which approaches 0 or 1 when r» < [ or r > [ respectively. Stated another way: at distances r
large compared with [ (far field) the relationship between pressure and vel ocity approaches that
of aplane progressive wave. In fact, here the fluid velocity has the same temporal behavior of
the pressure and, how it is clearly shown by Eq. (69) , al the energy density is radiating and
moves at speed c. On the contrary, if we come nearer to the source, there appears an additional
term (proportional to (f2)) which is not present in A: this can be interpreted as an oscillating
energy term which does not radiate outward but is locally stored [2] .
Thanks to these arguments we may generalize the concept defining the indicator

n=— (71)

which, in addition of being the modulus of the u velocity in units of ¢, may beinterpreted asthe
fraction of the mean energy which is radiated at the speed of sound.



CHAPTER 2

Acoustics of confined fields

We have examined the general physical laws of linear acoustic systems, disregarding almost
completely the study of phenomena which take place when the field is bound, that is when
the sound propagation occurs in presence of walls or other obstacles. The only question we
have presented about this issue has been the simplified treatment of the general phenomena of
reflection, where in particular we have realized the influence of the wave interference on the
energy propagation.

It's obvious that almost always the task of determining the spatial and temporal distribution
of acoustical quantities cannot be achieved exactly, due to the huge complexity exhibited by
most real confined fields; for this reason a variety of approaches is often employed, each of
them being reliable just at a certain level of approximation. The most typical and exact one is
based on the direct study of the d’Alembert equatwme acoustics) and gives fundamental
information about normal modes of vibration and their relationships with transient sounds in a
closed environment. On the other hand, when wavelengths are much smaller than the typical
dimension of the room other approaches, li¢emetrical andstatistical acoustics, are more
helpful for describing the propagation and transmission of sound, though in a more approximate
way.

The models we have just mentioned constitute the framework where the study of room acoustics
problems is most frequently performed. In this section we are going to discuss their main the-
oretical aspects, for gaining a better understanding of the concrete cases we will later discuss
from an experimental viewpoint.

2.1 Introduction to the wave theory

When the typical room dimensions are of the order of a few wavelengths the only correct way
of interpreting the sound propagation is the one based on the direct study of the wave equation,

28
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which in general takes account of a source term:

_ fu(x, 1)

c2

Ag(x, 1) — s(x,1) (72)

It isoften useful to transform the equation by means of the Fourier integral: thisoften simplifies
the procedure for solving it and offers the possibility of studying the acoustic system from the
frequency viewpoint. For this purpose we are going to adopt the following convention for the
Fourier transform:

O(x,w) = /00 dt ¢(x,t)e ! o(x,t) = 2i /00 dw ®(x,w)e™! (73)

—00 T J-—

Eq. (72) becomesthen
{A + i—j] O(x,w) = S(x,w) (74)

which is called Helmholtz equation: w is here a parameter, playing the role of an eigenvalue
when S = 0. Note that in the usual time domain the same problem arises considering a steady
harmonic excitation s(x,t) = q(x)e 0!, Thanks to linearity properties also the field is sepa-
rated in the same way (¢(x,t) = a(x)e “0t), the time phasor e “0¢ can then be dropped, so
that just a spatia equation remains.

In general, the walls bounding an enclosureinteract with thefield, therefore astrict procedure
for determining the acoustic field should be based on the coupling of the wave equation with
the set of equations describing the wall movements produced by the air vibration. Thissituation
isvery difficult to deal with, but fortunately it is often possible to devise a simplified boundary
condition model, which may be quite helpful in practice.

2.1.1 Specific impedance

If thewallsarerigid but penetrable, theinteraction can be mathematically represented by alinear
relation between the velocity component normal to the surface (33) and the sound pressure in the
same point [4] :

Z(x)n(x) - v(x,t) = p(x,t) (75)
(with x €¥ and n being the external unity vector normal to the surface). The proportionality
factor Z is a complex number called specific acoustic impedance, whose real and imaginary
parts are respectively called specific acoustic resistance and reactance. Generally this quantity
depends on the frequency and the direction of incidence aswell asthe position. Written in terms
of the potential, Eq. (75) becomes

Z(X)H(X) : V¢(Xa t) = _P0¢t(x, t) (X EE) (76)
whichisjust aboundary condition for the wave equation. In the frequency domain it iswritten
Z(x)n(x) - VO(xw) = —iwpe®(x,w) (x €X) (77)

Now, remembering the previous brief discussion about the plane wave reflection (Sect. 1.4),
it is evident that there is a strong relationship between Z and the reflection coefficient C: in
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particular, we obtain

_1+cC

~1-c

Thethree extreme casesC = 1,C = 0,C = —1 then correspond to: |Z| = o0, Z =z, Z = 0.
It isworth noting that the specific impedance is an extension to the acoustic case of the analog

quantity defined in vibrational mechanics and in electrodynamics.

A (78)

2.1.2 Energy absorption

It's worth analyzing the different cases where the energy absorption is absent. Let's suppose
the field is a monochromatic one, so that pressure and velocity may be written in polar form as
p(x,t) = P(x)e * andv(x,t) = V(x)e *: Eq. (75) becomes

Z(x)Va(x) = P(x) (79)

whereP andV;, = V - n are evaluated on the boundary surface. The following table summarizes
all the situations where the perfect reflection occurs.

Re(Z) = oo and/orlm(Z) = oo Va=0
Re(Z) = 0andIm(Z) # 0 Vu and P in quadrature
Re(Z) =0andIm(Z) =0 P=0

On the other hand, the mean normal intensity over the boundary is given by

1 . 1
An(x) = (p(x.t)ua(xt)) = 5 Re[Px)V3(x)] = 5 Va(x)[* Re[Z(x)] (80)
which confirms the fact that if the resistancéithe energy is not absorbed. It's also clear that
for intensity to be positive, in order that energy escapes from the enclosure (passive surfaces),
the resistance has to be defined as a non negative number.
In the case of the normal reflection of a plane progressive wave, Eq. (80) may be written

Au(x) = 5= [P (1~ [CP) (81)

Since the termP,|* /22 represents the incident mean intensity, while the same quantity times
\C\Q gives the intensity related to the reflected wave, Eq. (81) expresses the energy conservation
law at the boundary surface. It is then customary to [€4fl energy reflection coefficient, and
contemporarily define the quantity= 1 — |C|?, representing thenergy absorption coefficient.

2.2 Sound in ducts

To introduce some examples where the wave treatment of sound is employed, we will discuss the
transmission insideaveguides and in finite ducts with partially absorbing ends. The analysis
will be carried out focusing the attention on the homogeneous problem in the frequency domain,
in order to investigate the relationship between the eigenfunctions of the Helmholtz equation and
the boundary conditions [4] .
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2.2.1 Waveguides

Let's consider a semi-infinite straight duct of constant section, aligned aldig< = < o)

and having perfectly reflecting walls. For simplicity we will consider here the case Whete

n - V¢ is0on the surfac&. In order to study the solutions in the frequency domain we define
the following eigenvalue problem for the Laplacian operator:

2
w
A—i—g d(x,w) =0

n-Vo(x,w)=0 (x €%)

(82)

where we suppose that the surfacas formed by the four planes of equations= 0, y = [,
0<z<L),z2=0,2=0L(0<y<l).

It is helpful to look for a solution having the axial variableseparated from the others.
Dropping the frequency dependence in the notation we assume

P(z,y,2) = X(x)¥(y, 2) (83)
as a consequence, we obtain a transversal equation and an axial equation:

(Ayz—l—on) U =0 (84)
X'+ (K -a*)X =0 (85)

wherek? = w?/c?. In the first casel anda are eigenfunctions and eigenvalues of a two-
dimensional Helmholtz equation corresponding to reflecting wallsatrae then non negative
real numbers taking a discrete set of valaés and the corresponding,, form a complete
orthonormal set of functions

2 2
e [(7) +<l—)] Baly2) = Kns) cos 70 cos 7 (g
y z Y N

whereK (n,,n,) are normalization constants.
The general solution of Eq. (85) depends on the eigenvajuie two possible ways

3 k2—a2 if k*>a2
T ie2 — k2 if a2 > kP

We are now able to write explicitly the solution of the spatial compodeintthe two cases:

X, (z) = Beln® (87)

d(z,y,2) = B, (y, 2) ®(z,y,2) = Be ™20, (y, 2) (88)

The second case differs from the first one because it describes an excitation dying out exponen-
tially along the axisc. Two kinds of modes are then present inside the ductptheagating

modes, defined fora? < k* and being finite in number, and tkeanescent modes, which can-

not propagate. Among the first ones there is the so-cglledimental mode, corresponding to

a, = 0, which is a plane wave without any transversal excitation. e are then led to the con-
clusion that a given frequency excites more than one mode, but among these the only ones
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being able to propagate will be those for which w is greater than the cutoff frequency w, = ca,,.
Furthermore, if w isso low that w < cay, for each n > 0, the only propagating mode will be
the fundamental one: for instance, in the particular case of square section duct the propagation
inside will occur in the form of plane waves whenever

w<wy= % (89)
where [ is the side of the square. The condition expressed by Eq. (89) isobviously equivalent

tol < A/2.

2.2.2 Finite length ducts

Now we consider afinitelength duct in afrequency range satisfying Eq. (89) and with both ends
having animpedance Z. Dueto the planewave nature, the acoustic quantities may be considered
functions of just the axial coordinate (), therefore the systemn may be taken as asimple example
of one dimensional room for it gives us the opportunity of finding the relationship between the
modes behavior and the wall impedance.

The problem we have to solve is

" w? Z9'(0) — iwpe®(0) =0
¥(z) + 5 8(2) =0 { Z(I)’EL)) + iw/;)o@((L)) ~0

whereL represents the duct length. The general solution of the equatifxijs= ae'“/9* +
be~1(«@/9) which must be inserted into the boundary conditions in order to find the constants
andb. The result is the following system

(Z—2)a—(Z+2)b=0
@7 4 2)b — e W/ I(Z — )b =0

The condition for a non trivial solution is then

2
o B/ _ (Z i Z) (90)
Z—z

The calculation of: may be accomplished by distinguishing two physical situations.

Perfectly reflecting walls

In this contextZ must satisfy one of the three conditions indicated in the table above (Sect.
2.1.2): it is then easy to verify that the quantity on the right-hand side of Eq. (90) has unit

magnitude. It follows that forms a discrete set of real numbers. In particular, in the first and
third case P = 0 or V;, = 0) we obtaincos(2wL/c) —isin(2wL/c) = 1, SO

wn:% n=04+1,42... (91)

The eigenfunctions are thus expressed by
®n(x) — ei(w"/c)':C + efi(""n/c)aj

and it can easily be demonstrated that they are not orthogonal, the boundary conditions being
dependent on the eigenvalue; therefore, it is not possible to express the general solution as an
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infinite seriesusing ,,(z). Anyway, from the particular solutions of the homogeneous problem,
which may be written

O(z,w) = 6(w — wy) Dy (2)

it is possible to deduce some interesting properties through the transformation in the time do-
main. From Eq. (73) we then obtain

an(xut) = 2L /Oo dwé(w — wn)Q)n(x)eM — @n(m) elwnt (92)

T ) oo 2

which is astanding wave of angular frequency w,,. Itisthusclear that in this systems the sound

doesn't need any power to be sustained, for the solution of the homogeneous problem doesn’t
show a transient behavior. By the discussion presented in Sect. A.2 we can infer that the Green
function is not finite, meaning that the system cannot be considered stable. We’'ll come back to
this subject below, when speaking about Green functions in detail.

Partially absorbing walls

In this case” is a complex number, somust be a complex number too: let’s writevit= w+i+.
It follows

e [cos(2WL/c) —isin(2WL/c)] = <§ J_r j>2

from which, putting for simplicityim(Z) = 0, we have

- nme 1 [(Z+z 2
Sn =g 7—ﬁ<z_z) (93)

~ is positive and independent af but we can writev,, = w,, + iy, all the same, because
in general? is implicitly dependent on frequency;, has then asymptotic behaviors given by
limy_., v, = oo (maximum absorption) aném, ... v, = 0 (zero absorption). The eigenfunc-
tions are

D, (2) = (Z + 2)el@n/% 4 (7 — z)e7i(wn/o)
corresponding to
Oz, 1) = D (z)el“nte™m/o) (94)
We now see how absorption affects the time behavior of eigenfunctions: these decrease expo-

nentially with the slope;, = ¢/,. In fact, this is a first simple example of the phenomenon of
the decay of sound, which will be treated in more detail in the following.

2.3 Solutions in terms of Green functions

We now want to deal with the resolution of the wave equation when an acoustic source is present:
for this we will rely on the Green function method, whose theoretical foundations are presented
in Appendix. The first point we need to discuss now is the extension to the space-time domain
of the concepts introduced for time-invariant dynamic systems.

Referring to Sect. 2.1, we can affirm there are two ways of defining Green functions in linear
acoustics. The first one is related to the usual wave equation and is employed for determining
fields of generic time behavior. The second one is a special case regarding the time independent
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wave equation (Helmholtz equation) and can be directly interpreted as the Green function for
obtaining the space distribution of simple-harmonic fields. Anyway, as shown above, the two
formulations are linked to each other by the Fourier transform.

In the first case we have to find the space-time behavior of afield ¢(x, ), produced by the
source distribution s(x, t), in such away that the wave equation is

Ap—g=s (95)

The source has then to be subdivided into an ensemble of elementary terms being point-like
in space and impulsive in time. The Green function g(x,t) represents the field observed in
position x at time ¢ due to one of these elementary sources. Of course, the smplest case is the
one encountered in free space, where the function satisfies Eq. (95) with s(x,t) = §(x)4(t)
and no boundary conditions. It can be demonstrated [13] that the Green function satisfying the
causality condition is

90, 1) = x| = et (96)

which is an impulsive spherical outgoing wave, traveling at speed c. The global field, called
delayed potential, is obtained by means of a space-time convolution

60x,0) = (s209) () =~ [ by PV @

dme x -yl

Nevertheless, if boundary conditions are present, the field has to be written

b(x.t) = /V oy / dr g(x,y:t — 7)s(y, 7) (98)

so that we can no more speak of convolution because the trandational invariance in space has
disappeared. g now depends on the impulse position and must satisfy the boundary conditions:
it is defined by the equation

X,y;t
Acgloey.t) ~ 2OV s y)se) gleyit<0)=0

As regards the Helmholtz equation, the Green function G is the solution of
w2
[Ax " —] Glxsy) = 6(x —y) (99)

In the most general case, the space distribution ®(x) of thefield ¢(x, t) = ®(x)e“", produced
by the excitation s(x,t) = S(x)e“*, isgiven by

D(x) = /V d’y G(x;¥)S(y) (100)

which in the free space becomes

d(x) = (G *9)(x) (101)
Now we examine a particular case alowing us to ssimplify the way how ¢ is written. Let us
suppose the source distribution is separable in the form

s(x,t) = a(x)B(1) (102)
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We then have

o(x,1) = / dr B(r) /V &y glx,yit — 7)aly) = / a7 ga(x;t — T)B(r) = go % B

—00 —00

that isatemporal convolution between the time part of s and the spatial integral expressed by:

galx.1) = /V &y glx, y: )aly) (103)

The result is obvious if we think of the equation with the source term s(x,t) = «a(x)é(¢),
whose solution is just g,, which can be then interpreted as a kind of Green function valid for
fixed spatial dependence. One meaningful case, often useful in practice, is encountered when
a(x) =6(x — x¢): thisgives gs(x; t) = g(x,xo; t).

2.4 Green functions in rooms

Inthissection weare going to present abrief discussion about Green functionsin rooms provided
with absorbing walls, both from the point of view of harmonic and general fields; we anticipate
we are not aiming at an exhaustive treatment of the subject: further details and more precise
explanations may be found on specialistic works[14] , [3] .

2.4.1 Helmholtz equation

We are going to express the Green function by a series of orthonormal eigenfunctionsinside the
region where the equation is defined. In practice, these come out by the problem

QQ
A—i-?} d(x;w) =0 xeV (104)
Z(x)n(x) - VO(x;w) = —iwpe®(x;w) xeX
where the frequency in the equation has been given a value different from that in the boundary
condition, in order to find a complete set of orthogonal eigenfunctions ¥,,; hence, w has to be
regarded as a parameter, whose value may be given by the driving frequency of a sound source,
so that €2,, are the w-dependent eigenvalue. The general solution of Eq. (104) isthen given by

Bx) =3 L) fo= [ dx @0,

where the frequency dependence has been omitted. Let’s now take into consideration the homo-
geneous problem (74) and expand the source ferm

S(x) =) s, ¥u(x) Sn = /V dx S(x) W, (x)

n=0

If we know thes,, we can obtain the,, substituting the two series expansions into the equation.
We get:

n=0

n=0
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and because of Eq. (104)

SR 8t

n=0

We have

s,

fn = o2 — Q?L
The Green functionisgiven by S(x) = §(x — y) sothat s,, = ¥,,(y); we then have

Gx,y;w) =c? Z (w)w) (105)

wherein general the eigenvalue(2,, isacomplex number, meaning that energy absorption occurs
at the boundary. If the acoustic system is driven by asource s(x, t) = g(x)e™“°* the solution of
the wave equation is then

P (X,) = (CQZ % /V &’y \Pn(y;wo)q(X)) et (106)

The function ¢,,,, aswell G, is singular when the implicit equation w2 = Q2 (wy) is satisfied,
that is when the eigenval ue problem expressed by Eq. (104) is solved maintaining the equality
between the frequency appearing in the equation and that of the boundary condition (as it has
been done in Sect. 2.2.2 for the one dimensional case); in this case, the eigenvalues are w,, =
Wy + iv,. Therefore, if v, = 0 (no absorption), G has poles on the real axis and as the driving
frequency w approaches one of the w,,, the corresponding amplitude tends to diverge; on the
contrary, if v, # 0 the amplitude is high but not infinite. For this reason the w,, are usually
called: eigenfrequencies of the room.

2.4.2 Time dependent wave equation

The Green function for determining fields with any time dependence is obtained applying the
inverse Fourier transform to Eq. (105) . Thisiscalculated by means of the residues theorem and
turns out to be

t<0
g(x,y;t \/jc Ze—%t Im {‘I’n(XQW)N\P”(y;w)e‘@”t t>0 (o7
Wn,
n=0

Remembering that the Green function isthe response to an impulsive source, we can now realize
the physical meaning of the coefficient ~,,: the higher ~, is (i.e. the higher the absorption)
the faster is the decay of the corresponding modal vibration in the impulse. Therefore, it is
reasonable to name this quantity damping constant. Thus, we can now better explain also the
short remark we have madein Sect. 2.2.2 about sound decay . L et us supposetheroom beexcited
by astationary signal switched off at ¢ = 0 and having, for simplicity, a point-like extension:

s(x,t) = { S(X —X0)B(t) i ; 8
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Referring to the Eq. (98) , we have

- 0 W, (x50) W, (X0 .
gb(x,t)z\/gcQZe_%t / dTe’V"TIm{ i) (X050) i3 0-7) (108)
n=0 -

Wn

which shows that all the eigenfrequencies appear in the transient response observed soon after
t = 0, each of them decaying with its own particular damping constant ~,,. The process we have
just introduced, probably the most important phenomenon of room acoustics, is usually called
reverberation.

2.5 Impulse responses and convolutions

Now we are going to learn how to employ the Green function method when dealing with the
acoustic quantities p and v rather than ¢. First we shall show that the manner of writing these
by means of arelation analogous to Eq. (98) istwofold. For instance, if we make use of EQq.
(30) we get the two relations:

v(x,t) = Vo(x,t) = /Vd3y/_ drVyg(x,y;t —7)s(y, 7)
= /‘/d3Y/_ dr gv(xv y;t — T)S(Ya T)
p(x,t) = —podi(x,t) = /Vd3y/_ dr [—pogi(x,y;t — 7)] s(y, 7)

= /d3y/ dr gp(x,y;t — 7)s(y,7) (109)
14 —00

Hence, with respect to Eq. (98) , the source term s remainsthe same, while the potential’s Green
function g is replaced byg, = Vg andg, = —pog;: these are not the Green functionspof
andv respectively, but just the pressure and velocity corresponding to an impulsive excitation
of the kinetic potentiap. Yet, this fact is not surprising, sinceéaource for the kinetic potential
doesn’t generate @also forp andv, as shown by Eq. (34) .

An alternative way of writingy can be obtained changing the integration variable frotm
t' =t —7in Eq. (98) : this makes the time derivative to actsanstead ofy. The result is:

o0 t
p(x,t)z/d?’y/ dt'g(x,y,t) [_post(Y§t_t/)]:/d3}’/ drg(x,y;t —7)sp(y,7)
Vv 0 Vv —00

(110)
where in the second equality we have used Eq. (30) . Thanks to the source,temncan
interpret Eq. (110) as the analogous of Eq. (98) in the pressure domain, which we could have
there obtained simply by takinginstead of¢. The fact that the Green function is the same
in the two relations is justified if we consider that in both cages the solution of the wave
equation with source term equal 4x — y)é(¢) and the same boundary conditions: in fagt,
must satisfy the relatio# (x)n(x) - Vo(x,t) = —po¢:(x, ), which can be written

—Z(x)n(x) - i/_ drVp(x,7) = p(x,t)
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Taking the time derivative, this becomes:
Z(X)H(X) : Vp(X, t) = _pOpt(X7 t)

that is the same condition with p in place of ¢.
\elocity comes out from the Euler equation (Eg. (23) ) with p given by Eq. (110) :

1 [ ¢
—% / dt’ / dSY/ dr ng(X, y; t'— T)SP(Y’ T)
oo v —00

Being g(¢t < 0) = 0 for the causality principle, we can write:

vit) = - [ ar [ @y [ ar Vbt - s
1 -
= d3 / dr s,(y, )/ dt' Vyg(x,y;t' — 1)
Po —oo
1 +oo t—T1
- [y / dr s,(y,7) / At Vyg(x,y; ")
0 —00

where in the last equality we have made the substitution ¢ = t' — 7. Since the integral in ¢”
differsfrom zero only if t — 7 > 0, we obtain:

v(x.) / dy / dr {—— / Tdt”ng(x,y;t”)} 5, (v, 7) (111)

Defining the function

1 t
gv(x,y,t) = ——/ dr Vyg(x,y;7) t>0 (12)
Po Jo

Eg. (111) may be rewritten as

v(x,t):/VdBy/ drgy(x,y,t — 7)sp(y, 7) (113)

In short, we have expressed the velocity vector through arelation resembling Eq. (110) for the
pressure; a remarkable fact to be noticed is that Eq. (113) combines the pressure excitation s,
with the function g, which can be thought of as the velocity response produced by a pressure
impulsive source. In the following of our discussion we will often refer to Egs. (110) and (113)
, itisthus practical to call g and g, pressure impulse response and velocity impulse response
respectively, at any rate remembering that the latter does not represent a Green function for v.

2.6 Geometric-statistical treatment of reverberation

We will now focus the attention on the study of the sound reverberation adopting a method
completely different from the one adopted in the previous treatment, where the process was
explained in terms of decaying modes. In fact, the wave approach has to be employed when
the sound wavelength is not too small with respect to the room spatial dimensions: if thisis
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not the case, as it sometimes happens, the modal density increases too much and the number of
resonances becomes so large that this theory is no more useful. It is clear that in this condition
it is not possible to give an exact representation of acoustical phenomena: as we are going to
see, the only thing one can do is to invoke a geometric-statistical model for obtaining a rough
guantitative evaluation of the physical quantities[15] .

The situation where an approximation to the wave theory is needed, occurs when, due to the
multiple reflectionsfrom the walls, the sound field is given by a superposition of alarge number
of plane waves traveling in al directions. Let's take for simplicity the single frequency case:
the total pressure and velocity amplitudes in each poimay then be given by

P(x) = / d / d sin 9 p(x; p, 9)elknle?)x (114)
2w

V(X) = ﬁ dQO/ dd Slnﬁn(go, 73) (X v, 73) ikn(p,9)-x (115)

wheren(p, ) = [sin cos ¢, sin ¥ sin ¢, cos ] and p(x;p, ¥) is the complex amplitude of a
single wave, which depends on the directior? as well as on the position. We now want to
find the mean intensity and the mean energy density: limiting the latter to the potential part for
simplicity, we have:

1
Wolx) = 25 PR Ax) = 5 Re [PV (x)] (116)
where (simplifying the integral notation by putti|3@27r dyp f027r dy’ [T ddsind [ d’ sin®)’ =
f47r dQ f47r dQ/)

PP = / dQ / L R (117)
47r 4
PV* = dQ/ dQ’ (gp INP(x30,0)P" (x50, 0 ) el (e ) (e 01]"} (118)
pOC an Am

In such a kind of fields the behavior of the physical quantities is properly described in an approx-
imate way by means dbcal spatial averages (l.s.a.), i.e. averages computed over a volume
with dimensions substantially larger than the typical wavelength, but much smaller than those
of the whole room. We may indicate the |.s.a. operation on a generic quagtitypy L(h)(x),

where the dependence amow refers to the position of the elementary integration volume in
the room. If we now calculate the |.s.a. of Egs. (117) and (118) we may assume that due to the
oscillatory terms the integrand is nonvanishing justdép, ) = n(¢’, ') i.e. foreo = ¢’ and

¥ ='. We then have

(PP ) = [ ao [L(3)] (xe.)

1

[L(PVIx) = -2 | dQn(e, 9) [L(181°)] (x50, 9)

the I.s.a of energy and intensity are given by the integral of the |.s.a of the en@tgigs 2 and
intensities|p|” / poc corresponding to the single waves. Therefore, the I.s.a. picture shows that
in a short wavelength field where multiple reflections occur, it can be assumed that the sound
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energies and intensities of the wave packets can be simply added together, so that any diffraction
or interference effect can be simply neglected. Therefore, the sound field can be geometrically
approximated by alarge number of superimposed rays traveling at speed ¢ aong straight lines
in al possible directions. in practice, waves behave as they were incoherent packets without
a definite phase relationship. For this reason, we can omit the explicit indication of |.s.a. and
define the angular distributions of sound energy and intensity as

dW dA
E = Wn E = 11 CWn (]_1.9)

where w, = L (|]/5]2) /poc?.
2.6.1 Diffuse sound fields

In order to develop a geometric interpretation of the sound decay process we have to make
a fundamental assumption: the sound rays have to be distributed so much at random that the
quantity wy, is a constant independent of x, ¢ and . As a consegquence, also the mean energy
density is independent of x, so that W = 4ww and the power incident on any unit area is a
constant as well; in particular, thisis found to be isotropic, in the sense that it does not depend
on the plane orientation. Itsvalue is given by

2m /2 1
J = cw/ dgo/ dd cos¥sind = mew = L_LCW
0 0

A field satisfying the above property is said to be diffuse.

As regards the way energy is absorbed at the walls boundary, according to the laws of re-
flection which we have previoudy explained, it is customary to quantify this by means of the
coefficient «, i.e. the fraction of incident acoustic power absorbed by the surface; in general,
this depends on the position, the incidence angle « and the sound frequency.

2.6.2 Mean free path

From the concept of sound particle one may develop amodel for explaining reverberation using
elementary calculations of statistical mechanics. The first quantity we are going to introduce is
that of mean free path of an acoustic ray in aroom. Let ustake a particle which undergoes N
wall reflectionsin atimeinterval t: its mean free path is given by

ct c
m==- (120)
where n isthe average number of reflections per second. Sincem and n aretime average values
referred to a single particle we ask ourselves how to pass to a picture where all the particles are
taken into account. The answer to the question is immediate if the field behaves in a diffuse
way: in this case, the particle-wall interactions don’t follow a deterministic law (e.g. the Snell
law); on the contrary, the process determines a non predictable change in the particle direction.
Hence, the reflection anglé, measured with respect to a straight line normal to the surface,
may be expressed by a probability density functi®f?), so that fQO dQ P () represents the
probability of a particle to be reflected infg,. The assumption thd? () is independent of the

incident angle), is well-founded when the walls have irregularities whose size is roughly equal
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to the wavelength: in this case, the sound reflection does not follow the law we have described
in Sect. 1.4 but it occurs through a multiplicity of scattering processes.

In

! Chat

P(9) isusually taken equal to the so-called Lamberts cosine law

costy

P(v) = (121)

T

Dueto Eqg. (121) we can then affirm that after the reflection a particle loses its individuality
becauseits previous history does not affect its new trajectory; asaconsequence, thetime average
of the paths of one single particle isfully indistinguishable from the average cal culated over the
all ensemble of particle paths: stated another way, the particle paths ensemble is treated as an
ergodic stochastic process. In this framework it is possible to calculate the mean free path by
averaging the connecting segment r(«, x) on the whole reflection angle and on the enclosure
surface S.

1
m = /d2 /dQTﬁx (79):—/d2x/ dQr (9, x) cos v
2T TS S 2m

= 27rdQ/d2x7"19 x) cos v

the inner integral is the double of the room volume, since its integrand is the volume of the
infinitessmal cylinder of height » and basis dx cos ). It follows

4V
- 122
m= g (122)
whichisaremarkableresults, becauseit dependsjust on the geometrical parameters of the room.

By Eq. (120) wethen obtainn = ¢S/4V.

2.6.3 Eyring’s decay law

Using the concepts illustrated in the two following sections we now report a simple deduction
of the energy decay law, which is appropriate when the field may be considered diffuse. Let
us suppose for ssimplicity that the boundary consist of two parts only, having area S; and S-
and absorption coefficients a;and «, respectively, both independent of position and angle of
incidence. Thanks to diffuseness, the energy flows equally in every direction and subsequent
wall reflections are stochastically independent of each other, so that theratios S; /S and S, /.S,
where S = S+ .55, expressthe probability of hitting the two surfaces. We may take one particle



42 Acoustics of confined fields

and follow the path covered over N reflections: if thisis reflected /V; times by the first wall
and N — N; from the second one, its energy will be given by

Wi (N1) = Wo(1 — a)™M (1 — ap)V M

while the probability for this to happen is obtained from the binomial distribution

- ()2 (2)”

We may now take the expectation value of the energy: theresultsis

WN = Z PN(Nl)WN(Nl) = Wo |:% (1 - 041) + % (1 - 042):| = Wo(l - &)N

where we have defined the average absorption coefficient @ = (S1aq + Saae) /S. Inthe last
expression we may now explicit the time using Eqg. (120) , with m given by Eq. (122) . The
result, which represents the time dependent ensemble average of the decaying global energy in
the room, isthe well-known Eyrings decay formula

W(t) = Wy(1 — @)Y = Wye /7 (123)

wherer = —2% /In(1—a). Wehavethusrealized that the geometrical treatment of reverberation
foresees an exponential decay with a single value of the slope (7). In particular, we note that
7 decreases when the absorption increases, approaching oo when @ — 1. In practice, it is
customary to characterize the decay slope by defining the quantity 74y = 67 In 10 (reverberation
time), which isthe time required for energy to reach a millionth of itsinitial value:

W (Tko)

=107 124
Wo (124)

2.7 Sound decay and energy transfer

In the wave and statistical theory of room acoustics we have just discussed, the reverberation
process was explained in terms of the relationship between the sound field and the boundary
properties: in both cases a simplified representation was given, in order to easily account for
the effects of sound reflection. These approaches are useful insofar as they allow us to obtain
an approximate decay law and to find its relationship to the structural characteristics of the
environment. In particular, from the wave theory one gains a correct understanding of the field
behavior ¢(x, t) in very simple environmental situations; while the statistical treatment is based
on amodel which may be useful when dealing with complicate sound field patterns where the
typical wavelength is small compared to the reflecting obstacles in the room. Anyway, the
interpretation of the phenomenon does not really involve the fundamental physical law onwhich
it isbased, that is the energy conservation equation. In fact, thisviewpoint is somewhat adopted
just when in the geometrical description of sound absorption one makes the hypothesis that the
reflected sound particles transmit to the wall a fraction of their energy; furthermore, the model
becomes |ess obvious when the energy loss is supposed to depend on the parameter o, whose
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physical meaning is not ssimply related to the one inferred in the case of a single plane wave
reflection on a perfectly rigid and flat surface, which isthe only system for which one can give
aclear definition of absorption coefficient.

We may now try to give a better explanation of the phenomenon using the concepts we have
introduced when speaking about the energy propagation. Let us consider a room of volume V/
and surface S where the space-time distribution of sound energy is given by w(x,t); the time
dependent global energy will be

B(t) = /V dx w(x, 1) (125)

If in V' there are sound sources emitting at a constant power, the global energy in the room
has a constant value, which is due to the equilibrium condition between the amount of energy
introduced and the one absorbed. In fact, thisis exactly the meaning of the average formulation
of the non homogeneous energy conservation equation (Eg. (51) ).

Let us suppose the excitation be switched off at ¢ = 0, so that the energy starts to decrease.
In general the decay rate istime dependent. It is calculated differentiating Eq. (125)

E'(t) = g/ dPPxw(x,t) = / dPxwi(x,t) = —/ dPPxV - j(x,t) = —/dQX n(x) - j(x,1)
de Jy 14 v S

(126)
where in the third equality the energy conservation law has been used. Thisrelation tells us that
the time rate of change of the energy inside V' is equal to the energy which escapes through S
in unit time. An important quantity we may calculate without any statistical or boundary hy-
pothesisisthe decay velocity relativeto theinitial energy soon after ¢ = 0. Indicating theinitial
elementary time interval by At the quantity is expressed by 1o = — [E(At) — E(0)] /E(0)At
and replacing the incremental ratio by the derivative of Eq. (126) :

Jsx n(x) -j(x,0) S [n(x)-jx,0)]g

Ko = fV d3x w(x,0) Y [w(x,0)] (127)

where we have defined the volume and surface averages respectively of energy density and in-
tensity ([Flg = [, d*xF(x,t) /S, [F],, = [, @®xF(x,t) /V). Now we can make the statistical
hypothesis that if for ¢ < 0 the excitation is a random stationary signal, the respective j(x, t)
and w(x, t) are both stationary ergodic processes until ¢ = 0. In this condition the whole study
is better performed from the ensembl e averages viewpoint:

o S PO, 5 ) - Aol 128)

s
4 [m}v Vo W),

Where in the first equality we have expressed the ensemble averages of j(x,0) and w(x, 0),
which have been then replaced by the corresponding time averages for ¢ < 0. We have then
realized that the initial decay rate is inversely proportional to the characteristic length of the
environment (//.S) and directly proportional to the ratio of mean intensity surface average to
the mean energy density volume average. It is worth noting that when the acoustic system is
such that the decay law is exponential (like foreseen by the diffuse field model) the parameter
o corresponds to 7~ and does not depend on the time interval on which it is evaluated.
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As far as concerns the possibility of experimentally checking the above relation, we must
stressthat in principlethetask is quite hard, for it would require an extended measurement of the
energy density and the intensity all over the space and on the surfaces of the room respectively.
Nevertheless, it is sometimes possible to gain an insight into the rel ationship of the sound decay
process with respect to the energy absorption if measurements are performed locally: in fact, if
we look at Eq. (128) , we note that this parameter shows a sort of resemblance with the local
indicator n(x) = A(x)/cW (x) introduced in the first chapter. Remembering that the latter is
defined as the energy fraction of mean energy density locally radiating outward in consequence
of theaverageintensity A, it can beinferred that itsvaluein apoint of the space far enough from
the source (in such away the near field effects are negligible), is somewhat physically linked
to the amount of energy which is absorbed at the boundary. In order to verify this, in the last
chapter of thiswork we are going to present a series of ssimple experiments performed on some
test fields, where thetotal energy decay and the most significant energy related quantities during
a stationary excitation, among which the n parameter, have been measured.

We conclude this discussion by saying that alocal investigation of the transient properties of
sound fieldsis extremely useful mostly from apractical point of view, since aglobal description
Is often not suited in those situations where it is necessary to understand the process on alocal
basis. This may for instance happen when one wants to consider the energy decay just in the
point where the listener is placed.

2.8 Transient energy and impulse responses

Now we are about to explain a fundamental relationship between the impulse response of a
system and the ensemble average of a sound signal produced by a broad band excitation: we
will see that through this relation it will be possible to undertake the local study of atransient
field in an empirical manner, both during the rise and the fall of the signal. This principle was
originally introduced by M. Schroeder in the mid Sixties and implemented for determining the
decay curve of squared pressure[16] : here, we are going to show that the same reasoning holds
for the squared velocity and the sound intensity as well.

L et us suppose that a generic environment be excited by a source which, for the sake of sim-
plicity, istaken separable as described by Eq. (102) ; let usalso indicateitstemporal dependence
by s(t). A quantity h, like the pressure p or one of the velocity components, in a certain point
of the space, will be given by the convolution:

h(t) =g*s= / dt' g(t —t)s(t) (129)

—00

where the spatial dependence has been omitted for briefness, while ¢ indicates the impulse re-
sponse related to h.

Asafirst case, let us assume that the stimulus signal beinterrupted at ¢ = 0 after astationary
excitation, and calcul ate the quantity 42 for ¢ > 0:

0 0
B, () = / at’ g(t — ¢)s(t) / at" gt — t")s(t") (130)

If the above-mentioned signal is an ergodic broad band white noise (that is with a constant
spectral density), a description of the process free of random fluctuationsis obtained taking the
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ensemble average of Eq. (130) . It follows

0 = [ arg—v) [ argte— s

—0o0 —00

0 0
= / dt’ g(t —t') / dt" g(t —t")o(t" — ")

-/ idt' [g(t—t')]Q:— /oo arlg(r))? = / " dr o)

where the second equality holds thanks to the property of white noise: R,(t) = 6(¢). Itisthen
clear that from pressure and velocity impulse responses one can go back to the decay curve of
the total energy w(t) occurring after having switched off a stationary broad band source. A

remarkable fact to be emphasized, which makes w(t) suitable for expressing the energy decay,
isthe fact that this quantity is amonotonic decreasing function, as shown by itsfirst derivative:

) — o [ s ] <0 (131)

The dtatigtical evolution of the intensity vector j(¢) is given in an equally simple manner: it
suffices to multiply p(t) and v(¢) (¢t > 0), both written in terms of their impulse responses

30 = pOv(D) = /t " dr g, (D) (132)

Note that now the curves are not in general monotonic, since g, and the components of g, not
always have the same sign.

Reasoning in an analogous way, one can realize what happensiif the excitation is switched on
at t = 0 and goes on infinitely. In this case the starting point is the relation

)= [ dtg(t - )s(t) / gl — )s(e")

and the final result is given by

- | dr [g(r)P? (139

In short, this gives us the possibility of calculating the energy also during the rise following the
start of the signal. Of course, the time derivative will now be positive.

We also immediately find out the following symmetry relationship between the two transient
quantities
h%ise(t) - Hg - h?jec(t) (134)
where Hi = [;* dr[g(7)]* may be interpreted as the asymptotic value reached during the sta-
tionary excitation. For figuring this out in another way, we may think of sending to the environ-
ment the same excitation s used before, this time keeping it steady. The squared value of A is

then

alt) = [ Catgt)s(t — 1) / LA s(t — 1)

—00 —00
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If the processis ergodic the time average coincides with the ensemble average (see Appendix);
it follows:

(W) = Fa= [t [ atge— )t — )50
= /_ dt’/_ dt"g(t —t)g(t —t")6(t' —t") = /Ooo dr [g(r)]> = H? (135)



CHAPTER 3

Measurement techniques

We now intend to discuss the practical methods which may be used for measuring the energetic
parameters we have previously defined. The first subject to be treated will be that of the inten-
sity measurements: in this context we will focus our attention mainly on the explanation of the
current techniques, both from the transduction principle and the hardware viewpoint. Then, we
will deal with the measurement of the other fundamental quantity we have met in the theoret-
ical exposition, that is the impulse response. In particular, after having illustrated the general
methods (cross-correlation algorithms), which are usually adopted for obtaining responses re-
lated to pressure signals, we will explain how these can be easily employed for measuring also
the velocity impulse responses. The devised procedure has two main applications: thefirst one
concerns the possibility of performing energy decay studies involving also the kinetic term, the
second one is related to an improvement of the above mentioned intensity measurements. In
fact, nowadays the traditional intensimetry is almost exclusively based on the determination of
the so-called active intensity (pv), which actually coincides with the quantity we have named
average radiating intensity; as regards the study of oscillating fluxes, the several attempts made
in order to define a measurable quantity, being significant from a physical point of view, has not
given satisfactory results up to now: for instance, the concept of reactive intensity, defined as
theimaginary part of the complex intensity j.(z) = £p(x)v*(z), can beinterpreted asan oscilla-
tion term just for monochromatic fields[17] , [18] , [19] . In order to make up for this drawback
we will see how to implement an indirect measurement of our oscillating intensity: the proce-
dure is based on the ‘reconstruction’ of the sound field by means of the convolution between
excitation signals and impulse responses.

47
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3.1 The condenser microphone

Before dealing with theintensity measurement technique, it will be useful to dwell upon the most
Important element for acquiring acoustic signals, both in astandard and in aresearch context. We
are referring to the microphone, an electroacoustic transducer able to convert sound vibrations
into electric signals. Here we will deal just with the condenser microphone, sincethisisthetype
usually employed for building the most common intensimetric probes[20] .

The transduction element of this microphoneis given by a condenser with plane and parallel
faces, kept at a constant charge (let's say Q) by an external voltage (typically of the order of
200 V). One of the two faces, called diaphragm, consists of a thin metal layer (sonteick)
exposed outside in order to receive the sound pressure oscillations of the nearby field. The entire
structure is usually enclosed in a cylindrical capsule as shown by the figure below.

The mechanical vibrations occurring due to the sound pressure variations change the rest
distanceD, between the two faces, so that the condensers capacity is changed; therefore, a
series of voltage oscillations arises at the two condenser ends, the amplitude of these being
linearly dependent on the distance variatidn#n fact

S S d
VC = QO - (Vb + 1)) Di0_|_ y _ %égo — = VOHO (136)

whereC' is the condenser capacity ani the voltage fluctuation with respect to the equilibrium
value V4. It is interesting to note that beind, quite small, abou0 ym, the internal field
may reach a very high value, that is ab@QtkV /mm, which is more or less three times the
dielectric strength of air: nevertheless, the small distance itself prevents the ion cascade so that
no discharge takes place.

An important parameter characterizing the microphone performancesatfigviry, that is
the voltage amplitude corresponding to a given acoustic pressure: it is measigbBairfor
in dB relative tol V/Pa) and usually varies betwedrV /Pa and100 1V /Pa. The sensitivity
is inversely proportional to the mechanical tension of the diaphragm and directly proportional
to its diameter: for instance, the standard microphones of diarh@®rm (1/2") and0.64 cm
(1/4"), commonly used for intensity measurements, have sensitivities of the orderaofd
6 mV /Pa respectively.

It is obvious that by means of a single microphone one may perform measurements on just
the potential part of the acoustic field energy.
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3.2 Intensity measurements

From the instantaneous intensity expression (j =pv) one easily understands that an ideal mea-
surement instrument would require, besides a pressure transducer, adevice abl e to detect the par-
ticle velocity. Actually, there exists akind of probe directly implementing this principle, called
p-v (pressure-velocity): it is constituted by a microphone for pressure measurements coupled
to an ultrasound transducer for v [7] . Anyway, this technique is not very practical, because the
probe, being sensitive to the air turbulence along with the sound pressure, has to be carefully
protected by a proper shield, which sometimes may produce some unwanted refraction effects.
On the contrary, the most common intensimetric technique employsthe p-p (pressure-pressure)
principle; thisisbased on the processing of signals coming from an array of microphones. Since
we shall makealarge use of thismethod, we now intend to explainitsworking principlesin some
details.
Let us consider aone dimensional field: the Euler equation may be written as follows

Ov(x,t) 1 Op(z,t)

ot po Ox
From this we get the velocity v
t
v(x,t) = —i/ dr Opla,7) (137)
PO J—co Ox

If the frequency is not too high, it is possible to approximate the derivative by an incremental
ratio. Therefore

== [ ar {p‘“dx’”‘p(%ﬂ L armm-ne) a3

PO J—co dz _ﬂ —00

where in the second equality we have written p; (¢) for p(x + dx, t), po(t) for p(z,t) and d for
dx. In practice, one can measure the signals p; and p, by means of two condenser microphones
placed at a distance d apart, then perform the time integral and finally obtain the approximate
velocity component along the direction defined by the axisjoining the two transducer centers. It
iscustomary to refer thevaluegiven by Eq. (138) to the mid point between thetwo microphones:
the corresponding pressure is given by the spatial average

pi(t) + pa(t)

p(t) ~ 5 (139)

The approximate instantaneous intensity is then obtained multiplying the above two quantities:

J(t) = p()o(t) = Tlod [p1(2) +p2(t)]/_ dr [py(7) — pa(7)] (140)

3.2.1 Outline of measurement errors

We now want to discuss the main sources of systematic errorsintervening in the intensity mea-
surements performed with the p-p technique.
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Finite difference approximation

Thefirst inaccuracy related to the measurement of p and v is obviously due to the way how Egs.
(138) and (139) are obtained, which is commonly called finite difference approximation. In
particular, if the pressure gradient varies rapidly with respect to the two microphones distance,
the velocity estimate from the incremental ratio becomes inadequate. The error size depends
mostly on the type of the field which is being measured and on the probe orientation inside
it, therefore it is not possible to give an absolute evaluation of the measurement correctness
validin all cases: anyway, following arough but reasonable rule, we can say that the smaller is
the transducers distance with regard to the wavelength, the more the measurement is accurate.
A rigorous way for showing this is that of expanding in a Taylor series, with respect to the
parameter kd < 1, the pressure field which aknown field would produce in the two points. As
an example, we herereport the expansion for a plane progressive monochromatic field, dropping
for briefness the detailed calculations. Following Fahy, the expansion is done with respect to kh
(h = d/2). Theresultsfor p, v and j are

Pe— P (kh)*>  (kh)!

e(p) = p ~ =t +...=cos(kh) — 1
__ (kh)* | (kh)! _ sin(kh)
e(v) = ~ 5 + 120 +...= h 1
2,32, 2 4
~ ——(kh — (kh
o) = 2 (k)4 e ()

These relations confirm that the error is reduced by decreasing the microphones distance: for
example, one may find that the conditions for the three normalized errors to be less than 5 %
(10log(1 + e) = —0.2 dB) are: kd < 0.66, 1.1, 0.55. An analogous result is obtained for a
plane wave interference field.

From these considerations one might think that the best result would be achieved reducing
the microphones distance to the minimum; unfortunately, there is an another systematic effect
which prevents us from doing this.

Phase mismatch

In addition to the inaccuracy introduced by the approximated gradient, which is an unavoidable
intrinsic effect due to the measurement principle, thereisasource of error whichis caused by the
hardware itself: it is the phase mismatch which arises between the two signals due to both the
transducers and the readout system. A first condition to be satisfied for thisto be low isthat the
probe is built employing a pair of microphones having similar phase responses. Nevertheless,
phase discrepancy cannot be completely removed in this way, for it depends strongly from the
analyzer channels as well: further expedients are then required. The following example will be
of help for focusing the issue: let us consider a monochromatic field, with pressure given by
p(x,t) = P(x) cos [x(x) — wt], and call x, thereal phase difference between two points distant
d apart (d < A). It may be easily seen that this quantity depends on the field itself and on the
direction n of the line joining the two points with respect to the wave front normal Vy: for
example, in a plane progressive wave, x,. varies between a maximum equal to kd (k = w/c)
and aminimum equal to zero, when performing arotation of 90° about the propagation axis of
the wave; on the other hand, if the orientation is kept fixed, x, vanishes also when the field
becomes a perfect standing wave. To consider a specific case, let us suppose that the field be
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a plane progressive stationary wave: the approximate mean intensity along n, calculated from

Eq. (140) , isgiven by
1 t
A= T ond <P1(t)/ dr pa(7) > (141)

where we have made use of therelations (p1p1;) = 0 and (p1pa) = — (p2p1¢), dueto stationarity
(the proof follows on integrating by parts). Besides, if the wave is monochromatic, we can write
p1(t) = Pycos(x1 — wt), pa(t) = Pycos (x2 — wt) and x, = x1 — x2 = kd. Then, Eq. (141)
becomes
P Pysinkd I sin kd
200ckd  ° kd
(where Iy = P P, /2poc). Now, let us suppose the phase mismatch error be 6: the above relation
will be

A:

(142)

sin (kd + )
Ap = Ip———=
m 0 kd
so that, if kd < 1, we evaluate the relative error by theratio
|Am — Al sin (kd + 6)
0) = ~ -1
e(6) IA] kd

from which we see that the discrepancy due to afixed 6 increases when kd decreases, that is
when the microphone spacing is small with respect to the wavelength. A typical phase error
encountered in practice is of the order of 0.1°, this means that when for instance f = 100 Hz
and d = 5 cm (which, aswe are going to see, is on of the standard spacer lengths), €6 is of the
order of 2 %.

When measurements are done in critical field conditions, that is in quasi-standing waves
(x» < kd) or extremely low frequencies, besides using an appropriate spacer, it may be nec-
essary to adopt a more effective method for limiting the phase discrepancy. By this technique,
caled probe reversal [21] , the mean intensity is measured two times. the first one along one
direction and the second one after having changed by 180° the orientation of the probe, in order
to change the phase difference from .. to —x,.. Thetwo results (4, , A,,_) ae

Apr = Iosm (i]ji; +0) ~ j:IO S];I;XT + % cos X, sin ¢
In this way, taking the half-difference of the two values one can obtain a good evaluation to the
average intensity

_ Iysiny, N Ay — A

A ~
kd 2

3.2.2 Probes configuration and signals readout

Intensity probesare built by mounting from oneto three pairs of microphoneson asingle support,
depending on the number of dimensions one wantsto study; for 3D measurementsthe three axes
are normal to each other in order to measure the particle velocity components in a Cartesian
frame of reference. We emphasize that each pair is a one dimensional probe and therefore must
be constituted by two microphones of amplitude and phase responses as similar as possible.
These are arranged in such a way as to minimize the diffraction effects. the most common
configurations, depicted in Fig. 8, are called face-to-face and side-by-side. AS regards the
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I o

side-by-side Face-to-face

FIGURE 8. The two most common microphones configuration in the intensity probes.

microphones distance, we have to keep in mind that, as previously explained, an optimal phase
coupling and a low finite difference approximation error lead to opposite solutions; therefore,
this important parameter must be chosen in order to reach a satisfactory compromise between
thetwo needs. Thedistancesinto the probeswe are going to usein our experiments (the Briiel &
Kjeer 4181 and 4135, reportedinFigs. 9 and 10) are generally set, by means of proper spacers, to
5 and 1.2 ecm. Thisalows usto perform measurements with an accuracy of the order of +1dB
(relativeto 1012 W /m®) into the two frequency ranges: 31.5 Hz=+1.25 kHz and 125 Hz =5 kHz
[22] .

The electrical signals produced by the probe microphones have to be transferred to some
device able to analyze them; yet, they are first sent to proper preamplifiers for changing their
impedance, dueto the fact that the microphones output capacity (variable from about 3 to 70 pF,
depending on the diaphragm’s diameter) is not sufficiently small compared to the impedance of
the chain formed by cables and the readout systemny (1 MS2, C' ~ 50 pF). The microphone
capsules are thus directly connected to the preamplifiers, which contain the condensers power
supply too.

The next step regards the signals elaboration for obtaining sound pressure, particle velocity
and finally their time average product. Actually, there are two methods for accomplishing this.
In one case the Euler equation (see Eq. (138) ) is directly implemented in the time domain (as
it is done for instance by the intensity analyz&&K 2133 and4433), so that after having
obtainedp andv their product is calculated according to Eq. (140) . The other method works
in the frequency domain (e.gonosokki CF 360): it is based on an indirect spectral analysis
of the intensity performed by means of the FFL{t Fourier Transform) of the probe signals.

The basic relation implementedifw) = Im [G,,,, (w)] /pows, whereG,,,, is the one-sided
cross-spectrum agf, andp;.

In both cases the results are presented by means of spectra, but with an important difference:
in the first case data are showndwwistant percentage bands, i.e. the amplitude distribution is
composed of values referred to adjacent frequency bands (like octaves or third-octaves), whose
width is such that the ratio of the upper to the lower frequency is constant; in the second case the
distribution is obtained in the form ebnstant bands . here levels are referred to equal frequency
intervals, whose width depends on the signal sampling rate.

As an example of the first type, the block diagram of ##K 2733 analyzer is reported in
Fig. 11. Itis arranged in three main parts: signal conversion, elaboration and averaging. In the
first stage the input signals are amplified and, after having been sampled and quantized through
two ADC modules, they are sent to a digital filter bank (e.g. one third-octave). Afterwards the
sum and difference operations of signals are performed; in particular the pressure difference is
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FIGURE 9. The B&K 4181 1D intensity probe (mic. diam.: 1.27 cm), provided with two different spacers.

integrated and normalized in order to obtain the particle velocity signal, subsequently multiplied
by the middle pressure for obtaining the instantaneous intensity. In the last stage the averages
are then calculated and displayed.

An essential operation to be done before any measurement series is the channels calibra-
tion. Itspurposeistwofold: firstly it compensates the inevitable sensitivity differences between
channels (due both to the microphones and to the acquisition line), then it gives the possibility
to display the final resultsin physical unitsor in levels (dB) referred to proper reference values
(2 x 10~°Pa for pressure, 5 x 10~ m/s for velocity and 102 W /m” for intensity). Thecalibra-
tion can be donein avariety of ways: the ssmplest oneis achieved by sending to each channel a
signal with a known pressure, through a sound generator called pistonphone ; by a special pro-
cedure implemented in the analyzer the corresponding sensitivity (Pa vs. V) is then stored and
subsequently used for converting the acquired signal into the correct units.

3.3 Impulse responses

Fromthetheoretical treatment of the previous chapter we haverealized that the impul seresponse

has a twofold relevance. Let usfirst spend a few words about its most immediate application:

that of the energy decay study, achieved making use of the fundamental relationship between the

signal ensemble average and the squared impulse time integration. We underline that this was
introduced as an effective method for removing the typical drawbacks of the direct investigation
technique, which isbased on the direct measurement of the signal (sound pressure) after asteady
excitation (e.g. awhite noise) [15] . The decay curves so obtained are often of little help, due

to the fact they are not monotonic: as a matter of fact a plenty of oscillations, caused by the
instantaneous wavefronts passages, are superimposed on a rough decreasing behavior. This
stochastic-like property often makes the decay parameters calculation (e.g. the reverberation

time or the early decay time) quite hard to perform, due to the difficulty encountered when trying

to fit the curve. On the contrary, the Schroeder's method does not suffer from this limitation,
since the ensemble average obtained integrating the impulse response eliminates any random
fluctuation. Moreover, as we have previously illustrated, the same technique can be extended to
get the kinetic energy decay too, which is a quite important feature from a physical viewpoint:
in fact, the kinetic term is usually neglected in a practical context; nevertheless, no experimental
evidences supporting the assumption of the equivalence between its behavior and that of the
potential term, have ever been found.
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FIGURE 10. Scketch of the B&K 4135 3D intensity probe (mic. diam. 0.64 cm).

We then emphasize the other important use which the impul se response may employed for.
Thisistheindirect study of stationary parameters, which is made available by the acoustic field
reconstruction through convolution algorithms, in accordance with the theory exposed in Chap.
2. We will treat the practical details of the procedure after having explained the experimental
technique for measuring impul se responses.

3.3.1 Main principles

In the past, pressure impulse response measurements were done using real acoustic impulses,
as the ones produced by gun shots or by loudspeakers excited by short and high voltages [15] .
Although very practical, this technique is characterized by some serious disadvantages: one of
these is the high crest factor of the impulsive signal, for which a high excitation energy, indis-
pensable for maintaining the signal-to-noise ratio at an adequate level, is concentrated in avery
short time. When using an electroacoustic source, this can lead to bad distortions compromis-
ing the linearity of the system: an improvement may be given reducing the frequency range by
means of filters or using, instead of a crude impulse, a sinusoidal signal delimited by a particu-
lar envelope (like a Hanning, Hamming or a pseudo-Gaussian window). This method is based
on the general principle for which increasing the signal length, and as a consequence spreading
the excitation energy on alonger time interval, is tantamount to decreasing the frequency band.

A more recent method makes use of the cross-correl ation properties between input and output
of alinear system excited by awhite noise. With respect to the previous one, thisis much more
effective because it alows us to measure indirectly a response arbitrarily large in frequency,
without using an impulsive excitation. To see how it works, let us again consider the general
convolution expression for atime invariant linear system

+oo
)= [ atgle = O)si) (143)
here s; and s, are the input and output signals respectively. Now let us calculate the cross-

correlation between s; and s,, supposing these are random stationary ergodic processes (see
Appendix)

“+0o0

Ry (7) = {s5:(0)50lt + 7)) = <sz~<t> /

— 00

dt’'s;(tg(t+ 17—t >
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FIGURE 11. Block diagram of the B&K 2133 red timeintensity analyzer.

performing the substitution: y = ¢ + 7 — t/, whichimpliest’ = ¢ + 7 — y and dt’ = —dy, we
have:

Ranr) = (50 [ st nw) -/ v o) (@t 7 — )

this gives:

R, () = / T dy gy (r — y) (144)

which tells us that the cross-correlation between input and output is given by the convolution
between the system impulse response and the auto-correlation of the input. If we use a white
noise as the input, thanks to the property R, (t) = 6(¢), it follows

9(t) = Rus, (1) (145)

In the figure below, a block scheme of the typical experimental setup used for this kind of mea-
surementsis reported.

WHITE NCISE
»SYSTEM g(t) R ()

5 () 5() | CORRELATOR [——»

k]

b J

3.3.2 The MLS signal

A further improvement of the white noise technique was suggested by Schroeder himself in
1979[23] : instead of acommon white noiseit may be used a special discrete excitation, called
Maximum Length Sequence (MLS). The main characteristics which make this signal preferable
are its repeatability, which allows us to reduce the statistical fluctuations of the response, and
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its mathematical properties, which give the possibility of performing afast computation of the
cross-correlation.

TheMLSisformally represented by aparticular discrete binary periodic sequence of elements
+1 and —1: in practice, it is generated in adeterministic way by afeedback shift register asthe
oneshowninFig. 12 (see[24] ). Hereamodulo-two adder (XOR gate) sendsto thefirst memory
unit a retroactive signal combining the I and the last bit of the slot sequence: in this way, the
device generates arepeating discrete output with aperiod of length N = 2™ — 1, where m isthe
number of slots (sequence order): the rate at which these the sequence elements are produced
Is the same as the clock frequency f, driving the system. A very important parameter to be set
for obtaining a correct sequence, whose mathematical propertieswill be described in amoment,
is the position of the tap inside the register: in particular, especialy for long sequences, it may
be necessary to arrange the cells structures inserting multiple feedbacks according to a specific
pattern. Just as an example, if m = 3 and [ = 1 the obtained sequence is of the kind depicted

- m stages >

+—— ] stages —»

€3
\[/ X -1 +

-1)1+1 -1
1| -1 +1

FIGURE 12. Schematic block diagram of an MLS generator.

below

Animportant characteristic of the ML Sisitsflat spectrum (see Appendix). Hence, in spite of
its non random nature, it can be considered equivalent to a white noise excitation. In particular,
the auto-correlation is found to be
1 if n=0,N,2N

s(l)s(l+n) 1 (146)
= —— otherwise
° N

N-1

1
N
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The technique for obtai ning the impul se response using the ML S as an excitation is anal ogous to
that employed for a generic white noise: nevertheless, it is useful to rewrite the basic relations,
for they will allow us to explain the special algorithm employed for implementing the cross-
correlation procedure. Let ussuppose that aloudspeaker, supposed ideal for smplicity (gspear. =
6(t)), be excited by an MLS, in such away that the two values of the sequence correspond to
as many values as those of the voltage applied. Then, the signal received by the transducer (for
instance a microphone) can then be written as

N-1

p(t) =sxg="_ s(n)g(t—nAt) (147)

n=0

If thisis sampled at the same frequency as the one of the excitation (f, = 1/At), Eq. (147) is
just a discrete periodic convolution [25] , and we may write

p(k) = > s(n)g(k —n) (148)

i
o

Rop(h) = 5 3 5(n) (s )(h + )]

N-1 7]

:.%qum s(h)g(k+n — h)

_ % s(n) hz;swm—h)g(h)

s(n)s(k+mn—h)| = g=* R, (149)

From Eq. (146) wefinally get

N-1

Rap (k) = g(k) — 5 D 9(n) (150)

n=0

Therefore, the cross-correlation directly gives the sampled impulse response, with the offset
automatically subtracted from the expression.

Now let us see in detail how the entire procedure is performed. First of all we note that,
according to the antisymmetry property of cross-correlation (R,,(7) = Ry.(—7)), we may
write

2
2

-1

1 1
N 0 s(k)p(k +n) = < 0 s(k —n)p(k)
From this equality it is possible to write the algorithm in matrix form

Rsp (n) =

Eonl
i
T\r

1
G = —-MuyP 151
My (150
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where G and P arethe NV-elements vectors of the impul se response and measured signal respec-
tively, and My is the square matrix (/N x N) containing the circular shifts of the sequence s(k).
The formalism can be easily appreciated taking the sequence M, = [-1,1,1,—1,1,—1,—1] as
an example: if for smplicity we write + and — instead of 1 and —1, Eq. (151) becomes

[ 9(0) 7 -+ + -+ = =7 [p0)]
g(1) + + -+ - - —||pQ)
9(2) |+ -+ - == +1]rpQ2
9B) | == | — + = = =+ + || pB) (152)
9(4) + - - -+ + —||r®
9(5) - - -+ + = + || p0O
L 9(6) | |- — + + — + — ] [po)

Note that the right length N of the sequence depends on the length ¢;,. of the impul se response:
in practice, NAt > t;.. Moreover if this has to be analyzed considering all the frequencies up
tO finax, dueto the Shannon theorem [25] , it hasto be sampled with arate f, being at least twice
fmax- IN practice, one must have N > 2 f,axtir.

3.3.3 The Fast Hadamard Transform

A significant advantage offered by the ML S technique is that the calculation of Eq. (151) may
be performed in avery efficient way employing an algorithm called Fast Hadamard Transform.
We will now briefly explain this procedure, following awork by W.T. Chu [26] .

The starting point of the Hadamard transform method applied to the impul se response cal-
culation is the transformation of the matrix My into an Hadamard matrix (from now on called
H). Thisis a sguare even-dimensional matrix (2™ x 2™), whose elements are all =1 [27] ; in
particular, it is defined by the relation

HZ, = 2™ - Lpm (153)

where I, isthe identity matrix of order 2™. As an example, we here write the matrix Hi:

+ 4+ + + + + 4+ +
+ -+ - + - + -
+ + - -+ + - -
|+ -+ + - = +
Bs=14 v 4+ - - - = (1549
+ -+ - - + - +
+ 4+ - - - = 4+ +
L+ - -+ - + + -]
As a consequence of the above definition, the following recursive property holds
H2m _ Hmel | Hmel (155)

Hmel | _Hmel
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FIGURE 13. Flowgraph of the Hadamard transform of order 8.

The product of the matrix by a2™ elements vector (H,~x) consists of 2 (2™ — 1) arithmetical
operations: in particular, for the Hg 56 of them are needed:

+ + + + 4+ + + + a [a+b+c+d+e+f+g+h]
+ -+ - + - + - b a—b+tc—d+e—f+g—nh
+ + - -+ + - = c atb—c—d+tet+f—g+h
Hx—|®T -+ + - -+ d| _|a—b—ctd+e—f—g+h
s + + + + - - - = e atbt+ct+d—e—f—g—nh
+ -+ - -+ -+ |7 a—b+c—d—c+f—g+h
+ + - = = = + + g a+b—c—d—e—f+g+h
 + - - + = 4+ + =] LA la—b—c+d—e+f+g—h ]

(156)
Nevertheless, it easy to seethat, thanksto Eq. (155) , the same product can be cal culated through
2™m operations only, using an algorithm made up by m steps, each of them containing m ad-
ditions and subtractions. this is just the Hadamard transform. Instead of giving a formal de-
scription of the general algorithm [28] , we prefer toillustrate, with the help of the flowgraph of
Fig. 13, the way how the procedureis applied in our example (m = 3). It can be seen that the
number of operation has decreased to 24.

Now we show how to transform the matrix Ml into a H, in such a way that the product of
Eqg. (151) can be calculated by means of the Hadamard transform. To this aim we may fol-
low, without demonstrations, the procedure suggested by Cohn and Lempel [29] , where the
representation £1 — 0, 1 and the modulo-two arithmetic are used. First of al, we note that the
Hadamard matrix can be factorized in this way

H = BB” (157)

where B (B”) isa2™ x m (m x 2™) matrix and is built in such away that itsi** row (column)
is the base-2 representation of the integer ¢ (we remind the reader that ¢ = 0,1,...,2™ — 1,0
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that the total number of bitsis 2™). Therefore, for Hg we have

000000007 [OO0OOT 0
01010101 001]| 1
001100711 010 2 ro 0001111
Ho_ | 0L 100 Lo oL 3
0000T1T1T11 Lool 4 |0 0lo1o01
01010101 101 5
00111100 1106 01234567
o1 10100 1] |111] 7
B B

We now notice that also the N x N matrix M may be expressed as a product of the same kind
asEq. (157) : we have

M =RC (158)
where C (m x N) is formed by the first m rows of Ml and R (N x m) is formed by the m

columns of M, such that the first m rows of R give the m x m unit matrix. Let us verify this
for the matrix appearing in Eq. (154) :

r1 0010117 1007 4

0010111 010 2

0101110 0 01 1 1001011
M;=]1]1011100|=110] 6 0010111

01 11001 011 3 0101110

1110010 1 11| 7 41251376

111 00101] L1 O01] 5

R C

We now call r and c respectively the two sequences of numbersindicating the decimal represen-
tations of the rows of R (from left to right) and of the columns of C (from top to bottom): it is
easy to see that the two matrices are exactly two different permutations of the 1 - NV rows of B
and of the1 < IV columns of B”. We then may define two permutation matrices: L = {6,(;) .},
Q = {6j (s} in order to obtain

M’ = LMQ = LRCQ = R'C’ (159)
The product MIP can then be written
MP =LTLMQQ’P =L"™M'Q*TP =L"M'P’ (160)

where the first equality holds because the permutation matrices are orthogonal. Since M con-
tains the same elements of the (1, 1) minor of Hy 1, expanding M with arow and a column
of zeros it is possible to apply the Hadamard transform upon the N + 1 vector [0, P’]. The
procedure is now complete; we can summarize it in the following way:

(1) factorize the matrix M according to Eq. (158) ;
(2 permutetherowsof R and the columnsof C in such away that their numerical content (1 N)
isordered in an increasing manner (Eq. (159) );
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(3) define the Hadamard matrix adding arow and a column of zeros to M/

0O --- 0
H=11t ™
0

(4) obtain the vector P’ reordering the elements of P through the same permutation used for
obtaining C' (i.e. P’ = QTP);
"n__ 0
* | p

(5) define the vector
(6) usethe Hadamard transform to calculate the vector G”:

1
G/I — _HP”
N
(7) obtain the vector G’ omitting the first element of G”;

(8) reorder theelementsof G’ according to the permutation used for obtainingR’ (i.e. G =L7G’).

3.3.4 Experimental setup

The most widely diffuse commercial instrument for the MLS measurementsisa PC board called
MLSSA (Maximum-Length-Sequence System Analyzer), developed at DRA laboratories (Sara-
sota, FL, U.S.A.). It is supplied with an output, whose signal is provided by an internal MLS
generator, and with an analog input: measurementsare performed sending the stimulusto aloud-
speaker (through an amplifier) and contemporarily acquiring the environment response from a
microphone placed in the desired position. Thisisfirst sent to an anti-aliasing filter, then sam-
pled at the samerate at which the excitatory impul sesare generated: thus, by means of asoftware
implementing the Hadamard transform, the impulse response is obtained.

Up to now, it has been implicitly assumed that such akind of measurements regard the sound
pressure only: actually, the MLSSA system, which is a one channel instrument, has been pro-
jected for the acquisition of a single response (anyway not limited to acoustics). Nevertheless,
we have shown that a complete analysis of the energetic properties of the sound field requires
also the knowledge of the particle velocity. According to the explanation presented in Sect. 2.5,
a function suitable to this purpose is given by the velocity impulse response g,. Actually, this
guantity can be measured even by a single channel instrument: for each coordinate it is suffi-
cient to directly implement Eq. (112) by first measuring one at a time two pressure impulse
responses corresponding to two different locations and subsequently performing the time inte-
gral of their incremental ratio. In practice, two methods may be adopted: the first oneisthat of
moving one microphone in the two locations, the second, and easiest one, is that of using the
two channels of an intensity probe, as shown in the picture below. Of course, this procedure
cannot be employed for measuring the particle velocity signal of an external field, because when
using the Euler equation it is absolutely necessary that the two pressure signals are acquired con-
temporarily. Nevertheless, in this specific situation we are dealing with a pair of signals which,
though obtained at different times, are due to a deterministic repeatable excitation and not to a
random process. therefore, if we suppose that the system under analysis is time invariant we
are permitted to treat the two responses as if they were taken at the same time. Moreover, the
applicability is further justified by the computational procedure. In fact, the cross-correlation
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FIGURE 14. Schematic view of the experimental setup used for measuring pressure and velocity impulse re-
Sponses.

between input and output strongly reduces the background noise, so that the final outcome may
be considered a signal almost perfectly faithful to the desired one: in practice, one may think
that during each acquisition the environment undergoes the same ref lection pattern.

Obvioudly, if the measurement is performed by means of different microphones (asit happens
when using the probe), it is essential to carefully calibrate each acquired signal, adopting a
procedure similar to the one described in Sect. 3.2.2. Inany case, we must stressthat theimpulse
responses found in thisway have to be thought as defined except for acommon constant factor.
In fact, we remind that the signals involved in the cross-correlations (see Eq. (143) ) are the
sequences s; (System input) and s, = g * s; (System output), respectively: if an MLS stimulus s
Isused, it may be assumed that s; = K's, K being a constant factor dependent on the excitation
amplitude. Therefore, the cross correlation gives

Rs,s, = Kg

We finally emphasize that, since we are dealing with finite discrete signals, the velocity im-
pulse response is given by (see Eq. (138) )

goln) = p—ld 3 g m) = g ()] (161)

3.4 “Recovery” of stationary sound signals

We now want to illustrate the procedure that, given the pressure and velocity impul se responses

and the explicit mathematical form of the excitation, allows usto find the corresponding station-

ary signals. This method may be of great interest, since by the knowledge of both pressure and

velocity time historiesit is possible to derive the oscillating intensity just by applying the defin-

ition of Eq. (58) ; in fact, we underline that a direct measurement of this quantity would require
aspecificinstrumentation, which currently isnot commercially available. Moreover, the convo-

lution technique may be applied for accomplishing akind of “virtual” study of the sound field:

starting from a specific set of impulse responses one can retrieve the time histories of any kind
of signal, and subsequently calculate the parameters which would have been obtained putting a
real source into the environment.
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Of course, aso the inverse Hadamard transform can be regarded as a simple application of
the convolution technique. In fact, this allows us to recompute the basic period of the pressure
and velocity sequences determined by the ML S stimulus: all the quantities calculated from these
signalsarethen related to thefield produced by theindefinite iteration of the excitation sequence
and may be employed for performing abroad band analysis (according to the limitationsimposed
by the sampling rate). Actually, it is evident that the procedure is redundant if one is interested
in just the stationary parameters, for it is possible to acquire the signals without executing the
forward transform; in this way one may obtain the velocity signals by directly applying the
discrete form of the Euler equation on a set of finite pressure time histories (e.g. two or six of
them). In practice

v(n) = ﬁ mz:;) [p2(m) — p1(m)]

Nevertheless, we will implement the first method explicitly, since thiswill give us the opportu-
nity of performing an analysis involving both the transient and the stationary state in the same
frequency band.

Anyway, the most general purpose of the convolution method is that of reconstructing a
generic excitation. In this case, knowing the mathematical form of the signal s, one may obvi-
oudly calculate the expression directly in the time domain. On the other hand, this method isin
general quite cumbersome, because it requires an enormous amount of arithmetical operations
(see Appendix). A more effective way is the one based on the implementation of the convolu-
tion in the frequency domain, thanks to the possibility of employing the Fast Fourier Transform
algorithms. For this reason, we will check the feasibility of the convolution equation by apply-
ing the formula presented in Sect. A.7: the task will be particularly simple, since our aim will
be just the reconstruction of simple harmonic fields.

It is clear that the essential requirement we have to satisfy is that of obtaining sufficiently
long steady signals, in order to approach the stationary condition as better as possible. This
can be achieved convolving the impulse responses with long excitation segments, for instance
by means of the overlap-add method, and subsequently rejecting the initial and final transient
parts.



CHAPTER 4

Experimental analysis

The purpose of the set of experiments we will be discussing is the study of the local properties
of energy transfer inside acoustic fields of different kinds. As anticipated above, a particular
attention will be devoted to the relationship between the behavior of the transient phase and
the energy related quantities measured during the stationary excitation of the environment. The
issue will be approached with the aid of the theory of energy fluxes division: we will show that
the knowledge of both radiating and oscillating intensity, along with the associated indicators,
makesit possibleto achieve aphysical interpretation of absorption and reflection phenomenaon
alocal basis. Inour opinion, thiscould represent thefirst step of anew complementary approach
to the usual geometrical treatment employed in room acoustics.

4.1 Study of the sound field of an organ pipe

Thefirst experiment concerns the measurement of A and I in the one-dimensional field inside
an organ pipe: the main scope is that of giving a simple introductory example where one can
directly understand the meaning of the indicator » when passing from the inner field to the
outer field, thus drastically changing the boundary conditions and, consequently, the radiation
characterigtics.

The sound production mechanism of an organ pipe is based on a stream of air at constant
speed, which through adlit (called the mouth ) placed in the bottom and directed upward, is sent
against a sharp edge (the /ip): this interaction produces a series of regularly periodic vortices
blowing in an aternate way at the two sides of the lip. If the vortices' period (edge tone)
corresponds to one of the resonances of the upper duct (see [30] ), the column of air contained
inside it undergoes an excitation and starts to vibrate with the same frequency. The jet-lip system
IS thus the excitation source of the instrument while the air column is the corresponding resonator
and the real source of the organ sound. Moreover, these two parts are tightly matched together so

64
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that altering the former one would alter the latter and vice versa. Once the driving mechanism,
which is usually supposed to act in a steady manner, has established, the sound field within
the pipe (that is after the so called settling time) reaches a permanent condition (called steady
sound): it isthus possible to perform an analysis of the field involving the air particle velocity,
the sound pressure and the joint behavior of the two.

A rough explanation of the spectral content of an organ pipe field follows from the study
of resonances inside a finite duct. In particular, as afirst approximation it is assumed that the
lower end isalways a pressure-release surface (C = —1, Z = 0) whilethe upper end is perfectly
reflecting when the pipeisclosed (C = 1, Z = oo) and a pressure-release surface when it is
open. Accordingly, for a pipe of length L, the spectrain the two cases are given respectively by

woP) = ”—ZC (162)

) _ (2n — 1)me
“n oL

4.1.1 Methods

The energetic analysis was accomplished along a straight path beginning near the mouth of the
pipe (seeFig. 15) and ending over itstop: the measurement spatial range started at the excitation
region, where some of the characteristics of the driving mechanism clearly appear, to the farthest
part of the pipe and also outside it, where the inner field starts matching with the remaining of
the room.

We used a wooden flue open organ pipe, about 1.80 m long. Its tune was the F, of the
musical scale (fundamental frequency: 82.5Hz). This particular choice was suggested mainly
by practical reasons; in fact, wood was particularly convenient, for we had to perform several
holes along the pipein order to insert the microphones of the intensimetric probe.

Measurements were carried out under steady sound conditions, while air-supplying the pipe
by a small blowing machine (Fig. 16); we employed a B&K 4135 sound intensity probe in
the “side by side’ configuration, with the two microphones tightly fixed together in a plastic
holder and inserted into pairs of adjacent holes all along the pipe axis. All the unused holes had
been well sealed by means of metal screws and rubber washers, to avoid any internal sound field
change due to air escape. The choice of alow frequency sound was done with the aim of keeping
the bias errors, typical of thep intensimetric technique, as low as possible, especially for upper
harmonics; for the same reason we even set the distance between the probe microphones to the
non standard value afcm, so assuring minimum errors up to ab@lHz and no damage on
the pipe walls while making the holes. As far as concerns the data taken outside the pipe, it
is worth underlining that a correct procedure would have required free field conditions (as in
an anechoic chamber); anyway, for practical reasons, we performed the measurements in a big
shed, which, even if certainly not anechoic, proved to be suitable for this first investigation.

The probe signal was sent toB&K 2733 intensity meter that gave us the average sound
pressure, particle velocity and mean intensity levels. We performed the analysis in a wide fre-
qguency band, ranging frodt Hz to 2.74 kHz; besides, we kept the integration time quite long
(30 s), to maintain statistical errors lower thar dB for all the quantities. The data were then
transferred to a PC, then converted into physical units and processed.

The main problem encountered during the experiment was due to the channels’ phase mis-
match, which in fact is a particularly important source of systematic errors in low frequency
standing wave fields. We realized it just at the beginning, when we saw that a tiny displacement
of the probe from its right position produced a not negligible sound intensity level variation
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FIGURE 15. The organ pipe seen from the measurement’s side. Note the screws plugging the holes and the probe
placed in the middle.



4.1 Study of the sound field of an organ pipe 67

(~ 0.5+1dB). Inorder to make up for this effect, we decided to collect data adopting the probe
reversal technique (see Sect. 2): for all the quantities and in each point along the pipe, we took
two values, corresponding to the two opposite probe axis directions. The final corrected inten-
sty wasthengivenby: A = (A; — A,) /2, where the subscript 1 refersto the measurement done
with the probe axis in the same direction as the pipe axis (from bottom to top), and the subscript
2 to the opposite direction.

2133 Analyzer

Pipe

Blowing machine

I;

Probe

FIGURE 16. A: The organ pipe setup. B: side view of the probe inserted in a couple of holes.

4.1.2 Results

We performed measurements on 21 points, 12 cm far from each other: the first one and the last
onewere 12 cm and 252 c¢m from the base respectively. The last six were outside the pipe.

The first result we report is atypical sound level spectrum (Fig. 18), obtained sending one
channel of the probe to an Onosokki CF 360 FFT spectrum analyzer. This served usjust for a
few remarks about the frequency content of the pipe: first of all, it can be seen that the role of
the fundamental tone is predominant, even if the value of f, = 82.5 Hz is not the one given by
the second relation of Eq. (162) , meaning that the effective length where the oscillation of the
column of air occursisgreater than the physical length of the duct. Nonetheless, apart from this
discrepancy, the spectrum is perfectly harmonic, with all the even and odd components clearly
visible until the fifth one.

Below we report all the energetic quantities versus position (Fig. 17). Graphic A shows the
acoustic squared pressure and the normalized velocity (22v?), whose behaviors confirm that the
field isalmost completely built by the fundamental frequency. The same characteristic isevident
looking at graphic B, where the indicator o is reported (see Sect. 1.6): it oscillates on a space
scale whose period isabout \g/2 ~ 2m (A = ¢/ fo = 4.17 m).
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C shows the average sound intensity. The most important feature to be noted here is that
this quantity reaches very high values, especialy in the region close to the mouth (0.2 W/ m® ~
123dB rel. to 1012 W/mQ): this confirmsthat the inner field is not formed by perfect standing
waves and, as a consequence, a certain energy flow takes place (otherwise we could not hear
the sound !). Unlike the energy density, which is roughly constant inside (about 0.1 J/ m®), the
sound intensity varies with position; actualy, thisis not surprising, since we took data just in
the middle of the sound source, which is distributed exactly over the zone where the vortices
interact with the column of air (remember that in a one-dimensional field the property is math-
ematically expressed by therelation 0A/0x = (pq)). On the other hand, being the field almost
completely monochromatic, akind of ‘standing—wave degree’ is represented also by the oscil-
lation amplitude o#r, going from1 to a minimum value of abouit2: as we have pointed out in
Sect. 1.8.1, in a perfectly standing monochromatic wavaries periodically betweehandl,
while the more the field becomes progressive, the masequenched ta. Finally, the plot for
the energetic indicator is shown inD. We remind that this is defined as theselocity modulus
in units ofc and it is supposed to give a synthetic quantitative evaluation of the radiating degree
of the acoustic field. In our case,is very small insideA 0.05) but it undergoes a consider-
able increase outside (it reaclie® at2.5 m), as we expect from a field which abruptly becomes
more progressive and radiating; actually, what exactly happens when passing from the inner to
the outer field, is that both the intensity and the energy density fall off, because we are getting
far from the source, nevertheless, their ratio increases.

Measurement of oscillating intensity

In order complete the study of the pipe field we measured also the oscillating intensity [31]

. Since none of the commercially available instruments currently implements the measure of

this quantity, we used an intensity meter specifically built for this purpose [32] . This is based

on a software tool, developed within tihebview '™ environment, which processes the signals

coming from the probe channels: along with the oscillating intensity it can measure also the usual

radiating intensity, the sound pressure and the particle velocity. Data acquisition (digitization

and sampling) is performed viala bits acquiring card, while analysi$ 3 octave filtering and

algorithms) takes place in the host PC, where results are stored for subsequent rendering.
The new set of measurements was accomplished$ @oints of the axis§ cm far from each

other, of which the last1 were in the outer region. In Fig. 19 the overall levelsidnd R, both

on adB scale, are shown. Note that inside, fh&evel is much higher than that af, as expected

from an almost-standing wave field. Moreover, its behavior resembles thatiofparticular,

the two maxima ofi coincide with the points where kinetic and potential energy densities are

equal ¢ = 1). When passing from the last inner point to the outer region, following the pipe

axis, one then finds that the two quantities exhibit a remarkable drop but with a different slope,

so that at about5 cm from the upper edge they intersect.
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4.2 Measurements in a duct

A complete sound field characterization in a closed environment was accomplished measuring
pressure and velocity impulse responses in a plexiglass duct, of dimensions 4m x 0.28 m x
0.28 m (see Fig. 20). The quantities, obtained by means of the MLS technique, were used
to perform an analysis comprising both a study of the transient state (reverberation) and the
calculations of the energetic parameters during the stationary excitation.

Thisparticular acoustic environment, where the sound source was aloudspeaker placed at one
of thetwo openings of theduct (seeFig. 21), was chosen for exploiting the possibility of working
in two different field conditions, that is one and three-dimensional (from now on 1D and 3D),
according to the sound propagation properties of waveguides excited with different frequencies
(see Sect. 2.2.1). Thetwo conditionswere achieved by filtering the measured signals under and
above the minimum cutoff frequency (f. ~ 615 Hz). Therefore, in order to consider just low
frequencies in one dimension or high frequencies in three dimensions we had to perform two
separate groups of measurements: in the first one we made use of an axial probe (B&K 4181 -
microphone diameter: 1.27 cm) with along spacer (5 cm) and of a vectorial probe (B&K 4135
- mic. diam.: 0.64 cm) with ashort spacer (1.2 cm) in the second one.

Another physical characteristic we wanted to vary was the absorption property of the duct
end (the one opposite the source): thiswasfirst left open, then closed by two different materials:
afoam rubber layer (~ 5 cm thick) and an aluminum panel (1 cm thick). In thisway, we created
three acoustic fields with quite different radiation properties, which allowed us to perform a
comparative analysis upon the physical quantities obtained.

In Fig. 22 we report the outline of the experimental apparatus. The purpose of the B&K
2133 analyzer is that of monitoring the acoustical quantities during the stationary excitation.
This was done mainly for performing a particular test about the system ergodicity, which will
be described in more detail below. Note also that for ssmplicity just two channels are shown in
the picture; anyway, we remind the reader that in the 3D field measurements we used a vectorial
probe, consisting of three pairs of channels, al of them sent to the same preamplifier-power
supply system (B&K 2811'). The probe reference frameisdepicted in Fig. 23: the x coordinate
is aligned along the duct axis and oriented from the speaker (z = 0) to the opposite end.

4.2.1 PartI: qualitative analysis of transient states

Inthefollowing table we summarize the experimental parametersadopted for measuring impulse
responsesin the two frequency ranges: these were 90 - 560 Hz and 710 - 4470 Hz, each of them
covering an integer number of third-octave bands (8 in both cases). Note also that the stimulus
frequencies f, was set in such away to satisfy the Nyquist criterion f, > 2 fiax (fmax = 560 Hz
and 4470 Hz, respectively).

Field | Filter Bandwith | MLS freq. Probe type Probe spacer
1D 90 <+ 560 Hz 8000 Hz B&K 4181 (axial) 5cm
3D 710 =+ 4470 Hz 12000Hz | B&K 4135 (vectoria) 1.2cm

We start our study with aset of qualitative considerations about the field behavior during the de-
cay. First of al we present some examples of impulse responsesin both field conditions: in Fig.
24 the overall pressure and velocity of the 1D case with the aluminum panel and in Fig. 25 the
quantities g,, g,, and g,,, relating to the 3D field in the same condition (the g,,, termisnot shown
because, as expected from symmetry properties, it is similar to g,,). These plots are reported
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FIGURE 20. The plexiglass duct with the 1D probeinside. On theright it is visible the foam rubber layer termi-
nation.

FIGURE 21. The box speaker facing one of the duct’s openings.



4.2 Measurements in a duct

DUCT

PROBE

SPEAKER

]

output | [

AMPLIFIER

FIGURE 22. Schematic view of the experimental setup used for the measurementsin the duct.

irpt

EMD

ol

o—

PC + MLSSA

1
| |
AN

I——

ol

o—

p2

p2

PREAMP.f PCWER SUPPLY

Bak 2133

FIGURE 23. The reference frame seen from the opening opposite to the speaker.

73



74 Experimental analysis

just for a few introductory remarks. The first regards the way how the different field behav-
ior affects the appearance of the impulse responses. in the 1D case a clear reflection pattern is
clearly visiblewhilethe sameisnot truein 3D, apart from adlight structure appearing just in the
plot of g, . This happens because the total mode number is much higher, due to the wider fre-
guency range and to the higher modal density (the sound propagation in 3D involvestransversal
modes). A proof of thisfeatureis given by at the two spectra reported in Fig. 26, which were
obtained by calculating the discrete Fourier transform of the pressureimpulse responses. In par-
ticular, from the upper plot, showing the frequency interval between 100 and 500 Hz, it may be
seen the resonant pattern of aconfined 1D field: the separation between adjacent peaksisA f ~
40Hz ~ ¢/2L, L being the duct length (4 m).

p & v impulse responses and energy decays

Thefirst thing we wanted to deal with wasthe study of the kinetic energy’s behavior with respect
to the potential energy. In fact, as we pointed out previously, itis customary to neglect the kinetic
term when studying the sound decay: this happens both for practical reasons (the potential term
is derived directly from a single sound pressure signal) and also because it is generally believed
that the two curves coincide.

In practice, we here represent the decay curves on logarithmic scales, i.e. plotting the level
with respect to the initial value:

w(t)

Ly (t) = 10log e

In Fig. 27 is reported an interesting case (relative to 1D field in the aluminum panel), for it
shows that strictly speaking the assumption of the equivalence of the two decays cannot be
considered valid in general: in fact, it is evident that the slopeB/gf and Wy, are clearly
distinct. In order to give a quantitative evaluation of this fact, we note that at least in the first
time interval (some tenths of second), the logarithmic decay can be considered linear, so that the
typical exponential lawV (t) = Wye /™ may be applied (see Sect. 2.6.3). We can determine
the two decay constantsdirectly from the slopes: in particular, we consider the firsts,

where the levels ofl;, andWy are about-20 dB and—23 dB respectively, corresponding to

Tk ~ 0.085 s andr; ~ 0.075s. The difference between the first two is thus not negligible, being

of the order ofl 0 % and this is approximately maintained until the noise threshold appears in the
kinetic energy curve~{ —40dB ). Fig. 28 shows the 3D field case: it is interesting to note that
also the three kinetic termg (y, z) behave in a quite different manner. On the bottom part of

the Figure the total energy decay is reported: note that its slope is intermediate between that of
the potential energy and that of total kinetic energy. A different phenomenon is shown in Fig.
29 (1D field in the open duct): fitting the fir$t3 s we obtainT, ~ 0.052s and7; ~ 0.062s

(A7/7y ~ 15 %) but the curves meet again at abOuis, i.e. they come to a condition where

Wk andWW,, have the same ratio as the initial one. Moreover, though not shown here, they go on
like that until the noise threshold is reached. Hence, in this case we may assume the equivalence
between the decays of the kinetic and the potential terms, but just on a large time scale, because at
the beginning the two decays occur in a different way. As regards the 3D behavior (Fig. 30), the
total kinetic energy follows almost perfectly the potential one, apart from some tiny deviations.
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FIGURE 24. 1D field impulse responses in the duct closed by the duminum panel. Top: pressure; Bottom:

velocity.
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Pressure

FIGURE 25. 3D field impulse responses in the duct closed by the aluminum panel. Top: p; Middle: v,; Bottom:

Vy.
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FIGURE 26. Examples of pressure power spectrain the aluminum termination case. Top: 1D field; Bottom: 3D
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FIGURE 28. 3D field energy decays (aluminum panel). Top: z, y, z components of Wi ; Bottom: W total, Wy,
and W.
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FIGURE 29. Energy decaysin the 1D field (open duct).
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FIGURE 30. 3D field energy decays (open duct). Top: z, y, z components of W ; Bottom: W tota, W and
w.
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Intensity impulse responses and decays

We now want to analyze the transient behavior from the intensity viewpoint. First of al, we

have to calculate the ‘intensity impulse responseg; = g,g., Which may be interpreted as the
intensity behavior observed due to an impulsive pressure. Its importance is due to Eq. (132),
stating the validity of the back integration method for finding the ensemble average of a broad
band intensity signal during the decay.

It is interesting to take into account some examples of intensity impulses. From Fig. 31
in particular (1D field with probe at, = 2.3 m from the loudspeaker), one realizes that the
reflective patterns already noticed fgy, appear in a much more evident way, meaning that the
wavefronts behavior, which follow an impulsive excitation, is best represented by the flux time-
history contained irg;. In fact, the energy oscillation mechanism is here highlighted due to the
presence of a clear sequence of progressive and regressive energy streams. Fig782n{)rst
better shows this phenomenon: measuring the time intervals between two consecutive positive
peaks and between a positive and a subsequent negative peak, onAtinds(0.023 s and
Aty ~ 0.01s, respectively. The interpretation of these peaks as energy fronts traveling from side
to side is supported by the valuest; ~ 8 m = 2L (twice the duct length) and\¢; ~ 3.4m =
2(L — o). From this point of view 3D fields behave in a quite different way. Look for instance
at Fig. 33, which reports the componepjsrelated to the three boundary conditions: owing to
the large amount of modes present in the duct, the energy flux now appears completely smeared.
Anyway, it is worth noting the difference between the aspect of the first two plots and the last
one (duct with aluminum termination), for this shows a greater negative regressive component
due to the higher reflection property of the boundary. A more evident oscillating behavior is
then encountered when comparing theomponent with the two transversal directions (Fig.
34). The typical decaying statistical avergge) in the 1D field is shown in Fig. 35. Its most
outstanding characteristic is the non-monotonic nature, which is a direct consequence of the
positive and negative peaksg@f(t). Actually, the behavior of is oscillating: this appears to be
marked passing from the foam to the aluminum termination, the latter being characterized also
by a slower decrease. In particular, the corresponding energy decays, which are here reported
for comparison, almost perfectly follow the large time scale behavior of the intensities. The 3D
case is summarized in Figs. 36 and 37: the first one reports the magnitude of inteAsity (
next to the corresponding total energy, while in the second one theriirsf the three single
components in linear scale (aluminum termination) are shown.

4.2.2 PartII: stationary fields’ parameters

The first aim of this section is to discuss, as quantitatively as possible, the phenomenological
relationship between the energy decay time and the field parameters observed when exciting the
environment in a steady manner.

Ergodicity

The first subject we want to treat is the check of the relation expressed by Eq. (135) , whose
physical meaning is that the statistical average of an energetic quantity at the beginning of the
decay, calculated from the impulse response integration, coincides with the time average of the
same quantity when the excitation signal is stationary. For achieving this, we performed a set of
measurements maintaining the MLS stimulus steady and ushagka2 /33 analyzer to obtain

the corresponding?), (v?) and(j). Since we decided to perform this test after having acquired
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FIGURE 31. 1D intensity impulse responses in the three boundary conditions. Top: foam rubber; Middle: open
duct; Bottom: aluminum.
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FIGURE 32. Timeintervals between wavefrontsin a 1D intensity impulse response.

the impulse responses and thus we couldn’t recover the same excitation amplitude used at the
beginning, we had to devise a trick in order to refer the signals obtained in the two cases to a
common value. In practice, we decided to normalize the pressure and velocity impulse responses
to the average values of the steady field, i.e. we imposed the ergodicity relatiea @to g,

andg,, and then we checked wether the behavior of the intensity was the expected one. In short,
the adopted procedure is was the following one (for simplicity we report the one relative to the
1D field, the 3D extension being obvious):

(1) calculation of:

) )
NG, = gmars?

gp(t) andg, (t) being the previous impulse responsgs, and(v?) the stationary measure-
ments;

(2) calculation of the impulsive intensity time integral:

9p(t) = gw(t)  g(t) =

710) = / " dr gy (n)g(n)

(3) comparison of(0) with (j,) = (psvs).

Fig. 38 reports the superimposed plotsjdi) and(j;) of five different points taken along
thelD field, as usual in correspondence of the three boundary conditions. The top and middle
ones, referred to the foam termination and the open duct respectively, show a good agreement of
the two quantities; in fact, the discrepancy is never greater2aiB (Aj/js ~ 1+3 %), which
can be considered as the order of magnitude of the statistical and systematic errors affecting such
a kind of measurements. The situation is quite different for the aluminum case (bottom plot):
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FIGURE 36. 3D field decays (log. scal€). Left: energy; Right: intensity magnitude.
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FIGURE 37. 3D fidd intensity decays (z, y, 2 components) with the aluminum panel. Lin. scale.
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here the discrepancy between j(0) and (j,) reaches 1.5 dB (Aj/js ~ 20+ 30 %). Nevertheless,
thisdoes not sufficeto establish that there exists adeviation from the ergodic behavior: onething
we can state is that, being the field more reverberating than in thefirst two cases, it islikely that
the phase mismatch error is much more important, and that this may be of different entity in
the two readout chains (this could have been somewhat expected, since the MLSSA system
receives the signals from a single input, while the intensity analyzer elaborates two channels
simultaneously).

In the 3D case the same behavior is found comparing the x component with the transversal
ones; in fact, the latter here feel the effects of the strong confinement caused by the plexiglass
walls. An example (open duct) is reported in Fig. 39: data along z differ by less than 0.2 dB,
in contrast with the 1.5 dB observed in the y direction. In spite of this discrepancy, it is worth
noting the astonishing similarity between the behaviors of ;j(0) and (j5), which is probably the
most convincing proof of the presence of a systematic error.

Effect of local energy transfer on reverberation

We now want to study the relationship between the decay rate and the energetic parametersin
the stationary sound. In particular, we may follow the reasoning presented in Sect. 2.7, where
we qualitatively explained how the 7 indicator may account for the energy absorption during
the decay; this choice is supported aso by the results of the measurements upon the organ pipe
field, by which we were able to find an experimental evidence of the fact that n represents the
local amount of energy transferred on average in the field. Since ) is defined as the normalized
ratio of the mean intensity and the mean energy, on the basis of the previous discussion about
ergodicity, we may determine this quantity simply by the impulse response integration. The
method may suffer from some inevitable limitations ascribed to systematic effects; nonethel ess,
it may be very useful for showing how one can obtain important information about transient and
stationary fields, analyzing just a set of pressure impul se response measurements,.

As regards the characterization of the decay, first of al we assume for simplicity that, ac-
cording to the diffuse field hypothesis, the curves behave in an exponential way. Even if in our
case the property is not always well satisfied, this gives us the opportunity of expressing in an
approximate way the decay rapidity, for instance by means of a smple parameter like the re-
verberation time (see Sect. 2.6.3). Actually, in our application we prefer to calculate the initial
slope given by the first 10dB, in order to reduce the error done interpolating the level curve
with astraight line: in practice, we will calculate T, instead of T,.

We report in Fig. 40 some different examples of early decays in the 1D case; note that,
in order to extend the data sample, one more boundary conditions was added (double layer of
foam rubber). Furthermore, from the samefigure one clearly realizestheimportance of acareful
choice of the time interval to be fitted; in particular, it is evident that the real starting point of
the decay does not coincide with ¢ = 0 (the instant at which the excitation stops) but it comes
after alittle delay dependent on the probe-speaker distance. We performed this measurement
on five points aong the duct, 0.7m apart (fromz = 3.7m to z = 0.9m), and for each of
them we calculated both 77, and the n indicator. The average values of these parameters in
the four field conditions are reported in Fig. 41. We estimate an experimental uncertainty of
the order of 5 — 7% in both T3y and 7: in the first case due to the variation with respect to
the measurement point and to the fitting accuracy, and in the second case due to the systematic
phase error. In spite of that, a clear inverse relation between the two quantities is evident: the
decay time increases with decreasing . Actually, this could have been expected even from the
previous considerations about the physical meaning of »; nonetheless, this result is important
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FIGURE 39. Ergodicity check in the 3D field (open duct). Top: « component; Bottom: y component.

by itself, for it highlights how a property characterizing the stationary state closely affects the
transient behavior. Datarelated to the 3D fields are reported in the following table: they refer
to three boundary conditions and to four measurement points 0.9 m apart (from z = 3.7m to
x = 1m).

| | Foam | Open | Aluminum |

Tio (3) [ 0.05 [0.09 | 0.15
1 052 | 046 |0.15

Asexplained above, the error on n ismuch bigger here (~ 1015 %); moreover, also the uncer-
tainties related to the evaluation of 7', are more relevant than the 1D case, being the behavior
of the decay curves not perfectly exponential. Anyway, a certain inverse relationship between
the two quantities can be observed in this case too.

Measurements of oscillating intensity

Of course, for the study of stationary parametersto be completewe haveto includethe oscillating
intensity calculation: in particular, we may be interested into the effective value R. Yet, this
cannot be directly obtained from the intensity impul se responses, asit had previously been done
for the mean radiating intensity, this because the equivalence between statistical averages at the
transient start and the time averages during the stationary sound holds just when dealing with
second order quantities (e.g. w and j). In short, for achieving our goal we then have to use the
pressure and velocity signals of the steady field itself. Actually, this gives us the opportunity to
reconstruct the sound field by implementing the convol ution procedure. In particular, for finding
the stationary signals corresponding to the same spectral composition of the impul se responses,
we have just to transform them back by the inverse Hadamard algorithm.
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FIGURE 40. Early energy decaysinfour 1D fields. The —10 dB level and the “initial time lag” ( Atg) are shown.

The results we are going to present are referred to acquisitions taken at rates higher than the
previous ones (10 kHz for 1D fields and 50 kHz for 3D fields): thiswas done in order to have a
set of signals more densely sampled and thus more suited to our purposes. Datarelativeto thelD
field are shown in Fig. 42: we calculated both R and A, (even though, the latter corresponds
to that obtained by the impulse response integration). We here can realize what happens to the
oscillating intensity when drastically varying the boundary conditions. when the field becomes
more confined (due to a less absorbing boundary surface), the oscillating part of the intensity
increases while the radiating part decreases. Obvioudly, this somewhat agrees with the results
of the previous section, where we have compared n with the reverberation time. Moreover, a
glance at the vertical scalesindicatesthat the two rates of change are not equal to each other; for
better seeing this, we define the dimensionlessratio ) := R/A: thisisfound to bey ~ 2.5, 5.7,
16.9, 42.8. A similar behavior is observed in the 3D case (though in three conditions instead
of four): in particular, » ~ 1.9 (one foam layer), 2.7 (open duct), 8.6 (aluminum panel). Here
the increment is less marked than before: actually, thisis probably due to the fact that now the
physical surface bounding the sound field islarger, since it comprises the transversal walls too,
and the fraction which is changed (as usual the duct termination) isjust asmall part of the entire
structure.
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FIGURE 41. 5 indicator and early energy decay time (17¢) relative to the four field conditions shownin Fig. 25.
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FIGURE 42. Oscillating intensity (blu line, right ordinate) and radiating intensity (red line, left ordinate) in the 1D
field.
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4.3 Measurements in an opera house

Since our efforts were mainly directed to the application of the intensimetric methods into or-
dinary room acoustics environments, we decided to perform the kind of analysis presented in
Sect. 4.2 in one of these Situations: to this aim we chose a historical opera house (the “Teatro
Comunale’ in Ferrara, built in 1798).

As a source we adopted thiersonic dodecahedral speaker system (Fig. 43), capable of pro-
viding a good omnidirectional excitation; according to a common situation encountered during
the performance, this was placed in the middle of the stage. Three locations were investigated:
the mouths of two first order opposite boxes (17 and 7) and the central stall between them (row
13). Fig. 44 sketches the way how the vectorial probe reference fraBaes ¢/81 with a
5 cm long spacer) were set in the three measurement points: note thaakewas always di-
rected along the probe-source line. The analysis upon the acquired data was then performed in
the band:180 Hz + 1400 Hz (3 octaves).

The energy decays measured in the three points are practically identical (Fig. 45 shows the
one obtained in the stalls), furthermore, their behavior is almost perfectly exponential: this
means that the environment behaves quite in accordance with the diffuse field properties. In
particular, we gefl;, ~ 0.13s andTg, ~ 1.2s. Besides, the ratio of the two energy terms re-
mains constant during the decay; in particular, these are very well balanced sbeing97.

Some important differences are found when comparing the intensity decays: look for instance
at Fig. 46, which shows the single componentg(¢f in the stalls and in boX. In the for-

mer case the initigj, (component along the sight-line) arpd(vertical component) are of the

same order; subsequently, the decay of the first one occurs in a non monotonic way, starting
atto, ~ 0.05s: actually, this could mean that at the beginning the largest energy contribution
comes from the source itself but thereafter, once this is passed, the positive front caused by the
rear wall reflection prevails. On the other hand, the decay of the vertical component starts a little
later, (roughly at, . ~ 0.08s) and continues monotonically towards zero. The distances cor-
responding to these time lags atg, ~ 17m andct, . ~ 27 m respectively: since the first is

the probe-speaker distance, the second could be interpreted as a sort of minimum path required
for energy to reach the measurement point from the vertical direction. Note also that the lateral
componentf,) is quite small, both at the beginning (stationary value) and during the transient,
as it can be expected looking the configuration of the probe-source system with respect to the
symmetry of the environment.

As regards the decays in the box (bottom plots in Fig. 46), some meaningful characteristics
may be noticed: first, differently from the previous caseitltemponent behavior is monotonic.
Moreover, thez component is much low, probably because the reduced vertical space suppresses
the lowest frequencies. Let us now examine the stationary indicatansl; we remind that
the former is given simply by the impulse response integration, while the latter requires the
calculation of R from the field obtained by the inverse Hadamard transform. The results are
reported in the table below (the error giis of the order ob %).

[ [[Stall 13 [ Box 17 | Box 7 |

n | .28 A2 A2
U |46 2.9 3.0

We can clearly distinguish two distinct ranges; in fact, the stall differs from the boxes for having
a smaller energy transfer coefficient and a largefn practice, this indicates that at the mouth
of the lateral boxes there it occurs an increase of the amount of energy flowing away on aver-
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FIGURE 43. The dodecahedra spedker sydem usel in the opera house.

Source

~

FIGURE 44. The three measuremert points and their reference frames.
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FIGURE 45. Example of energy decay in the opera house (the initial timelag isabout 0.04 s).

age. Therefore, we are in presence of a sort of symmetrical behavior with respect to the one
discovered when studying the field in the duct: here, we find equal energy decays and different
stationary parameters, while in the duct each decay curve corresponded to a specific parame-
ter. This phenomenon is certainly worth of consideration; in fact, we must consider that in the
present case data are taken moving the measurement point in a complex environment, formed
by several communicating enclosures, which are completely different from each other (the large
central hall and the small box). On the contrary, the previous measurements were done inside
a simple environment, where just a small portion of the boundary conditions was changed. In
summary, by this distinction we have found a direct evidence of the fact that both the environ-
ment dimension and the characteristics of the walls affect the local energy transfer inside the
acoustic field.

The item we want to treat for completing the study of the stationary field conditions regards
the visualization of the polarization ellipsoids; in practice, thisis achieved by building the indi-
catrix quadric from the vectors r(¢), obtained from the reconstruction of the field. We remind
that the computational procedure consists of calculating the tensor 9t = 2 (r ® r) and then plot-
ting the quadric q-9'q =1 (see Sect. 1.7.3 and A.3.1); nevertheless, we here prefer to take
the normalized tensor 9, := 91/ |A|?, which is related to the coefficient v through the relation
Y = +/TrN,. InFigs. 47 and 48 we report the ellipsoids of the stall and box 7, respectively. By
means of them we may find the average oscillation propertiesin our two typical configurations.
It may be noted that the first ellipsoid is strongly affected by the particular symmetric structure
of the hall, since its axes are directed along the reference coordinates: in particular, the oscil-
lation is maximum along = and minimum along y. The situation in the box is quite different;
here amarked polarization is still present but thisis roughly oriented along the bisecting line of
x and y (thus roughly parallel to the previous polarization direction). In order to give a more
guantitative evaluation of the asymmetries in the three cases, we also report in the table below
the ellipsoids intrinsic semiaxes, that is the elements of the tensor 91,, in diagonal form. Any-
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FIGURE 46. Single components of intensity decays in the opera house. Top: stalls; Bottom: box 7.
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FIGURE 47. Polarization ellipsoid in the stall (dimensionless units).

FIGURE 48. Polarization élipsoidin box 7.
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way, we must stress the fact that these data, as well astheir graphical representations, have to be
taken with a certain caution, since no precise evaluation of the systematic errorsinvolved in the
measurement procedure is actually available.

| | Stall13 [ Box17 | Box 7 |

7 | 3.5 2.0 1.5
v [ 2.0 1.4 L5
7|24 1.6 2.1

4.4 Pure tones analysis by convolutions

Thelast issue we want to deal with regardsthe stationary analysis of simple sound fieldsthrough
the FFT-based convolution procedure described in Sect. A.7. We applied this method in some
of the environments considered above: the duct at low frequency (1D field) and the stalls of the
operahouse. In particular, these served usfor investigating the energy fluxesratiosin the mono-
chromatic case: therefore, we completely disregarded the absolute evaluation of the quantities
and just calculated the dimensionless parameters o = 2/ Wi Wy /(Wi + Wy) (energies par-
tition) and n = |A| /¢ (energy transfer). We then introduced v = R/cW, for evaluating the
normalized amount of oscillating flux.

The procedure was implemented in specific frequency ranges, repeating the convolution at
constant intervals. Each cycle may be summarized as follows:

(1) set the size of the measured impulse responses g (pressure and velocity) to a power-of-two
number (M = 2™), by appending, if needed, a series of zerosto its end,;
(2) define a segment of a discrete harmonic excitation signal:

s(n) = Acos(2m fnAt) n=0,1...2L

where L = M + 1. Being f; = 1/At the sampling rate (the same of the impul se response),
the frequency f of the signal must be such that: f <« f,, T' < LAL.

(3) implement a two step overlap-add convolution between s and g, i.e. by executing two 2M
points FFT in correspondence of the first and last L points of s respectively (note that 2M =
L+ M-1),

(4) extract the central part of the whole obtained signal (of length 2L + M — 1 = 3M + 1)
rejecting the first and the last M points.

In the table below we report the parameters used; note that in each case the frequency interval
Af issmaller than the frequency resolution A fs = f,/M.

| M ]/ | Signal freq. | Af | Num. of points |
Duct 16384 | 10kHz | 100 +- 550Hz | 5Hz | 91
Op. house || 32768 | 30kHz | 200 +-350Hz | 2Hz | 76

The behavior of n in the duct field is shown in Fig. 49. We used two plots for distinguishing
two corresponding patterns observed for the closed duct (top plot) and the open duct (bottom
plot) respectively: in the first case the three reported behaviors are quite similar to each other,
apart from the offset, which turns out to be strongly dependent on the absorption properties of
the boundaries. The single frequency investigation thus confirms the property found by means
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FIGURE 49. Dependence of n parameter on frequency in the 1D field.
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FIGURE 50. Behavior of o (red lines) and ~ (blu lines) in three 1D duct fields. Top: double foam layer; Middle:
one foam layer; Bottom: aluminum panel.
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of the broad band analysis performed with the ML S technique. On the contrary, it isinteresting
to note that the open duct gives rise to a different frequency dependence: in particular, thisis
much more irregular than the previous ones. Moreover, here the relationship with respect to
the other three conditions does not identically reflect the overall behavior (remember that we
found 1a1um < Nopen < Noam), MeaNing that broad band valueis mostly affected by the different
spectral composition of the two filed types.

By Fig. 50 we can gain a deeper insight into the relation between ¢ and the behavior of the
oscillating intensity, which it has aready been mentioned in Chapter 1 (Sect. 1.8.1) and when
studying theinner field of the organ pipe (Sect. 4.1.2). Thefirst characteristic standing out isthe
clear similarity of the two quantities, furthermore, it may be aso seen that from top to bottom
they gradually tend to beidentical. If wethen contemporarily take into account the behavior of 7
reported in the top part of Fig. 51, we note that the smaller thisis, the more the overlap between
o and « ispronounced. Thisis evident also when dealing with a single behavior: for instance,
in the single foam layer case (middle plot of Fig. 50) the two lines are distinct in the frequency
range 400 <+ 550 Hz, where a remarkable increase of n occurs. In fact, this phenomenon is the
experimental evidence of the relation: A? + R* = (p?) (v2) + 2 (p*) (v2) (Eq. (63)). In
practice, the condition A ~ 0 is equivalent to v, ~ 0 and R? ~ 2 (p?) (v2), from which it
followso ~ ~.

In the 3D field of the opera house the behavior of 7 does not show any regular behavior: we
realized it performing the analysis both in asmall scale (like the one shown in Fig. 51) and in a
large scale (i.e. increasing the interval A f and extending the total frequency range). Actualy,
this seems quite a general property of complex fields (it has been observed in the 3D field of
the duct as well). On the other hand, the comparison of v and o indicates the same property
observed in the previous case.



Conclusions

The ultimate meaning of the experiments presented in the last chapter isthat of highlighting the
effectiveness of intensimetric techniquesfor understanding ordinary room acoustics phenomena.
First of al, several physical quantities, rigorously defined when discussing the general laws of
linear acoustics, were measured in the inner and outer steady field of an open organ pipe: this
preliminary test confirmed the possibility of quantifying the sound radiation level through the
ratio of the mean intensity to the total energy density (» indicator).

Subsequently, according to the interpretation of the sound reverberation processes on alocal
basis, we studied the way how the samefield indicator can be employed for describing the varia-
tions of energy absorption when changing small portions of boundary conditionsinto simpletest
environments (e.g. the plexiglass duct in 1D and 3D sound propagation conditions). Thiswas
accomplished by a deep study of the various quantities taking part in the sound decay, with the
aid of an original improvement of the cross-correlation technique, by which we could measure
both the pressure and velocity impulse responses. The main result was the inverse relationship
holding between the decay time and the n indicator: this means that, for a given environment,
ahigh local energy transfer present during the steady sound preceding the transient state corre-
sponds to a short time required for energy to extinguish. In particular, measurements related to
the steady state were performed by the back integration of the corresponding impulsive quanti-
ties: the method was supported by a sort of ergodicity check, which confirmed the equivalence
of stationary and ensemble averages in correspondence of transition from the steady to the tran-
sent state.

By executing the same kind of analysisin an ordinary environment (an opera house), we then
realized the effect of room structure in the neighborhood of the measuring point; in practice,
in acomplex field two or more locations may be characterized by the same energy decay but a
different local energy transfer, owing to a different energy balance.

In order to include into the analysis the oscillating intensity evaluation, which cannot be di-
rectly obtained by the impulse responses, we devised a procedure for recovering the stationary
fields by implementing convolution techniques: in particular, for the broad band analysis we
made use of the Inverse Fast Hadamard Transform while the reconstruction of monochromatic
excitations was achieved through the FFT method. In this way, we could measure some addi-
tional fieldindicators, called v and v, expressing in dimensionless unitsthe amount of oscillating
intensity with regard to the radiating intensity and to the total energy density, respectively.

The current aim is to follow the guidelines presented in this introductory study for under-
standing the role played in the traditional phenomenological laws of room acoustics (e.g. the
reverberation time formulas) by the quantities we have introduced. Furthermore, another fun-
damental issue to be considered concerns the investigation of the way how the energy transfer
affects the perception of sounds.
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APPENDIX

Notions of signal processing

In this short section we will present the theoretical fundamentals of signal processing, often
adopted in the study of linear systems. The treatment of the matter will be limited to those
particular aspects which can be of interest in our work; therefore, several formal details will be
omitted.

A.1 Linear dynamic systems

The study of many physical phenomenais carried out by investigating the relationship between
causes and effects [33] . This approach is the foundation of dynamic systems theory, mostly
adopted in engineering, but often extremely helpful in many other contexts. Considering for
instance the single variable case (e.g. time), the physical system may be depicted as a sort of
transducer transforming acertain function s(t) (input) into the effect f(t) (output). The system
isthen completely characterized once the specifications from obtaining the output from agiven
input are known:

T[s(t)] = f(t)

where T is the operator which indicates a particular transformation law acting on s. A funda-
mental subclass of systems plays an important role: it isthat one of linear systems. A system L
issaid to be linear if any linear combination of inputs gives an output which is the same linear
combinations of the outputs obtained from the single inputs. This property is extremely impor-
tant for deducing an explicit relationship between s and f: we can think to s as being composed
of several infinitesimal unitary excitations (impulses), so that we may consider their correspond-
ing elementary output and add them together in order to get the complete signal. Formally, we
have

s(t) = / " dr s(r)s(t — 1)

[e.°]
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which transformed by L gives
f(t)=L[s(t)] = /_00 drs(r)L[6(t —1)] = /°° dr s(7)g(t; T) (163)

where we have defined

9(t;to) = L{6(t — to)]
that istheresponsetoanimpulse. g isthecalledtheimpulse response of the system. Thismethod
is particularly useful when dealing with systems described by linear differential equations. Let
us for example define the relation

H f(t) = s(t) (164)
where H is a generic linear differential operator of order n acting on the function f and s isa
known function. To the above equation may be possibly associated particular initial conditions,
taking the form of numerical valuesimposed at ¢ = 0 to the function itself and its derivatives
upton — 1: for example, if Eq. (164) is of second order, these are of the kind: f(0) = a and

fi(0) = b. 1t iswell known that the most general solution of Eq. (164) can be expressed as a
sum of the general solution of the homogeneous equation

Hft)=0 (165)

satisfying the initial conditions, and a particular solution of the non-homogeneous equation.
Egs. (164) and (165) may be interpreted from the systems theory viewpoint: the first oneis
the representation of a linear dynamic system (for instance an electric circuit) with no external
excitation, while the second one represents the same linear system when a certain source f is
applied (for example an external voltage sent to the circuit). If then we call ¢(¢, t,) the solution
of the equation

Hg(t,to) = 6(t — to) (166)
we may express the particular f of Eq. (164) by atime integral analogousto Eq. (163) . g is
here called the Green function of Eq. (164) .

Eq. (163) can be simplified when the system is said to be time invariant, which means that
if f(t) istheresponseto s(t), f(t — to) istheresponseto s(t — ¢,) (for differential equations
this occurs when the coefficients are constants). In this case, the Green function doesn't depend
on the parametey but just on the variable The integral takes the following form

f0) = [ drsgle—r) = [ drginsie-r)=(sxg) ) @sD)
which is calledconvolution.

Real systems must satisfy theusality principle, for which any physical agent cannot pro-
duce effects at times preceding its appearance. This means that if the input is zeratfaalso
the output must be zero for< ¢,. It can be seen that the conditions is satisfieg#f< 0) = 0,
so that the convolution expression becomes

() = / " drs(mglt — 1) (168)

— 00
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A.2 The transfer function

If we pass from the time to the frequency domain applying the Fourier transform to Eq. (167)
we obtain

F(w) = S(w)G(w) (169)
where F', GG, S are the Fourier transforms of f, g, s; in particular, G is the so-caled transfer
function: it's meaning is fundamental in the understanding of linear systems from the frequency
viewpoint. Let’s suppose that the system under consideration be excited by a harmonic function
of angular frequency: i.e. s(t) = . Therefore, we havé(w) = 2mé(w — ), which
inserted into Eq. (169) gives(w) = 2md(w — Q)G (w). Transforming back in the time domain

f(t) = G(Q)e™* (170)

which is still a harmonic function. This means that any harmonic signal is an eigenfunction
of a linear time invariant operator: the corresponding complex eigenvalue is just given by the
value of the transfer function at that particular frequency. It's important to underline that one
sufficient condition for Eq. (169) to make sense is that the functions are absolutely integrable:
in particular, when this is true fay, that is

/_OO dt |g()] < oo (171)

e}

the system is said to beuble: i.e. its response to any finite input is also finite. This is the most
frequent situation occurring in real systems and has an interesting consequence: for instance,
let's suppose that an excitation, started &t 0, be switched off at a = 0, so that we can write

et <0
S(t):{o £>0

Thus, a particular solution fdr> 0 is expressed by

() = / drei® gt — 1)

— 00

and it must be equal to the solution of the homogenous equation with appropriate conditions for
t = 0. The asymptotic behavior gf(¢) is given by

0
gt — 7)} = / dr Llim

where we have used the propelity; . |g(¢)| = 0, which is a direct consequence of Eq. (171)
. This reasoning shows that a generic solution for a homogeneous stable sysisrer state)
is limited in time.

0
lim [£()] < tlim/ dr ¢g(t 1) =0

A.3 Signals averaging

There are various procedures for computing the averages of signals: the most important distinc-
tion is related to the kind of mathematical function which describes the process under consider-
ation.
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A.3.1 Deterministic signals

A deterministic signal isformally expressed by a mathematical relationship, so that measuring
the corresponding physical quantity several times one obtains alwaysthe samevaue. Determin-
istic signals may be classified asbeing periodic (sinusoidal or complex periodic) or non periodic
(transient or almost periodic) [34] . The average of a generic deterministic stationary quantity
g(t) may be defined as

G = (g) = lim — / ) (172)

T—o0o 2T to—T

Thelimit in theintegration interval isintroduced in order to make the definition suitable also for
non periodic signals, in practice it is taken long enough to include every frequency of interest.

It often happens that the simple average doesn't suffice for describing the mean behavior of
the quantity. For this reason it's useful to introduce dbwrral moments G (p = 2,3,...) [3]

G? = ((g-G)) (173)

If p = 2 we obtain the usualariance, which gives theoot mean square v/ G?. This concept
is extendable also to vectors, whose central moments are tensors op.ohdgrarticular, for a
3D vectorg(t) andp = 2 one obtains the dyadic

F? = gye' we’ 9i; = ((g: — Gs) (g — Gy)) (174)
The tensorg (from now on we will drop the superscript for brevity) is symmetric and semi-
definite positive; this comes out if we interpret the average as a scalar product in a Hilbert
space so thafg;; } is the Gram matrix of the vectogs — G;, whose determinant is positive or
null. Furthermore, the tensor is definite positive if and only if the three components are linearly
independent. It is then possible to find an orthogonal operf@ttransforming the tensor in
diagonal form and subsequently calculate the square root. In this way, after having performed
the inverse transformation, one may define the root mean square tensor:

R :=0"/F0 = Rie' ®e .= 0507 (175)
in fact "R = 07/F,0 07 VF,0 = OTF, 0 = §, so that it is possible to writtt := /T =

Vig®g).

It is useful to represent graphically the tengdsy means of the so-called indicatrix quadric:
X-%:_IX =1 (176)

wherex is a variable vector representing a physical quantity of the same kigdhadg§, is
the restriction of§ to the subspace of positive eigenvaluesf 9. If these are all positive
(i.e. §+ = §) the quadric is an ellipsoid having the principal axis along the eigenveciaensd
length2);, while it reduces to an ellipse, a segment or a point if it happens that one, two or all
A; are zero respectively.

A particularly interesting case occurs when all componenis lzdive the same time depen-
dence, that ig(¢) = g(¢)h: then, the tensdi becomes:

% =1/{(g— ) ] (,—E, ® %) 177)
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Here the only non zero eigenvalueis A = /{(g — G)2> |h|, corresponding to the eigenvector
h.

A.3.2 Random signals

We speak of random signals when the physical phenomenon gives data which cannot be de-
scribed by an explicit relationship and each observation produces an unique result. Formally, it
isrepresented by astochastic process, consisting of arandom variable (z(¢)) withthetimet asa
parameter; this quantity has at any instant adefinite sample space (the ensemble of values that
the variable can take) and a probability density function f(z, t), representing the rate of change
of the probability when varying x itself and keeping the time fixed [34] . The main method for
accomplishing a quantitative analysis of a random process is based on the ensemble average,
that is an average executed on the overall ensemble at a certain time; it is defined for a generic
function i (z) of the random variable:

B(h) = / " e h(z) f( ) (178)

o0

The most usual quantities derived by this general definition are the following ones:

o average: i,(t) = z(t)

e quadratic average: 1, (t) = x(t)?

o variance: o3(t) = [z(t) — po(t)]* = ¥a(t) — pi(t)
o autocorrelation: R, (t,ts)=x(t1)x(t2)

In the last case the integration is carried out weighting with the probability density
f(z1,t1; 22, t2). In order to compare the relative behavior of two different stochastic processes
it is necessary to define the following functions too

o covariance: 7,,(t) = [8) = palO]y) — iy 0]
o cross-correlation: Ry, (t1,t2)=x(t1)y(t2)

Among the stochastic processes a fundamental role is played by those named stationary,
which are defined by the following properties:

@ f(z,t) = f(z)
@ fl(@1,t1;29,t0) = f(ta —t1)

the first one implies: i, (t) = pg, ¥e(t) = Vs, 02(t) = o2 (mean vaues independent of
time), while the second: R, (t1,t2) = M. (t2 — t1) (cross-correlation dependent from the time
shift only).

We have seen that the statistical analysis of random data requires the knowledge of the prob-
ability density function, this means that practical calculations have to be performed over alarge
number of samples. Nevertheless, one almost always has a single measurement, that is just one
record, so the quantities mentioned above cannot be obtained. Fortunately in most cases one
deals with a subclass of stochastic stationary processes, caled ergodic, for which the ensemble
average coincideswith thetime average over asingleinfiniterecord. Thisjustifiesthefollowing
relations:

o o= {a) =Jim & [T dra(r)
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o Yo = (2%) =lim g5 [1dta’ (1)
o 02 = ((x— po)?) = lim gy [ defa(t) — ()]

o Ro(r) = (a(t)a(t + 7)) = lim 77 [1 dta(t)a(t +7)

A.4 Continuous and discrete Fourier series

It's well known that a periodic distributiofi of one real variable, let's say time, having period
T (f(t+T) = f(t)) can be expressed as a sum of complex exponential [33] :

_ 1 - inQt _ 27
f(t) = nzzoo e Q=" (179)
where
1 [T/2 .
Oy = — / dt f(t)e (180)
T J 12

If lim,, .., o, = 0 in some way, thery is an ordinary function. Otherwise, lifm,, .., o, =
const. or even diverges (at most as a powendfthenf is properly a distribution. In this case
Eqg. (179) converges in the sense of distribution theory. The Fourier transfofrtéiv)) is a
singular distribution consisting of a sequence of equidistant pulses

e o]

F(w) = Z a,0(w — n?) (181)

n=—oo

so that it is thus customary to consider the sequdngg itself as the Fourier transform gf
We also note that Eq. (179) , which is the ustiedirier Series expansion of a periodic function,
can be thought of as a special case of the Fourier integral.

We now ask ourselves what happens wilfiét) is a singular distribution of the form

[e.°]

F#) =" x(n)s(t — nAt) (182)

whereAt = T'/N whereN is an integer andx(n)} a periodic sequence, i.e. such that:
xz(n) =z(n+ N) (183)

The situation is of great practical interest, because in such a way it is possible to represent a
periodic signal properly sampled and discretized [25] .

Itis still possible to write the function or, if we prefer, the sequence itself, in terms of a Fourier
series, but now the frequencies involved are all multiplies of the fundamental freqere&y
of {(n)} and for this reason the sum consists of just thiysdistinct exponential functions
with a period that is an integer submultiple &t It follows:

=

X(k)ei(Qﬂ'/N)nk (184)
0

1
N

z(n) =

>
I
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which isthe Discrete Fourier Series representation of the sequence z(n). { X (k)} isaperiodic
sequence of period NV representing the Fourier coefficients of {x(n)}: itisgiven by an inverse
transformation analogous to Eq. (180) :

X (k) =) x(n)e iGr/Nnk (185)

T

Il
=)

We have so realized that the frequency content of our sequence is discrete and finite:

_ 2k _ onk

kST T NAL

k=0,1,2,...N—1

A.S Wiener-Khinchin relations

Spectral density functions for stationary random processes can be defined in a number of ways

[34] ; among these, the one based on the Fourier transform of the correlation function is the
most useful from aformal point of view. Let’s consider a stationary random procéss(¢) } and
calculate its autocorrelation functidh, (¢), furthermore let's assume this quantity be absolutely
integrable, i.e.

/oo At [, (1)) < oo

— 00

Thetwo-sided autospectral density function of {x(t)} is defined as

S, (w) = / T at R, (t)e (186)

—00

its inverse is of course

R, (1) — % /_ " dw Sy(w)e (187)

These relations, together with the analogous ones for the cross-spectral density, are referred to
in literature as théViener-Khinchin theorem, from the name of the two mathematicians who
proved them in the early Thirties.

In the mathematical context it is advantageous to deal with functions defined both for pos-
itive and negative frequencies, since calculations are often simplified by the use of complex
exponentials. Yet, we know that just the positive part makes physical sense in practice, so it is
customary to define also thee-sided autospectral density function :

25 (w) 0<w<
Ga(w) = { 0 otherwise

Thanks to the symmetry properties of correlation functign,w) is a real even function a,
it follows:

Galw) = 4 / AR, (£) cos wi
0
while

R, (t) = %/0 dw G (w) coswt
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which at t = 0 becomes

%, (0) = E [22(1)] = — / dw G ()
27T 0
Among the various kinds of processes, we here want to mention two remarkable examples. One
isthe so-called white noise , defined as a stationary random process with a constant autospectral
density and, consequently, 23,.(¢) o< 6(t). The other one is the case of a harmonic function, for
which 2R, (¢) o sin(Qt) and S, (w) o< 6(w — §2).

A.6 Spectrum of an MLS signal

Now let’s take into consideration one interesting practical case, encountered in Chap. 3: the
spectrum of the MLS signal. Let’s start calculating the autocorrelation function which, being
the signal periodic, is a periodic signal as well. It can be easily demonstrated [23] that for an
MLS sequencé/y having periodV = 2™ — 1

N 1 if n=0,N,2N, ...
s(l)s(l+n)

1
Fonn )= N 1=0 ! otherwise
- N
where the sum is performed over theelements of the sequence. We obtain the spectrum using

the discrete Fourier series:

N—-1
1 N -1 1
1— —=1—-—=— ifk=0
— _i(2n/N) =N N
GMN (k) = %]\/[N (n)e N1 e—i(@m/N)nk N+1
n=1 N N
where the bottom equality is due to the relation
N—-1 i(2r/N)(N-1)k
Z o i2T/N)lk _ efi(27r/N)l~c1 — /M- -1
1 — e—i@n/N)k

=1
For instance, in the case wheke= 7, mentioned in Sect. 3.3.2, we have

Ry, = [1,—1/7,—1/7,-1/7,—1/7,-1/7,-1/7]
Gar, [1/7,8/7,8/7,8/7,8/7,8/7,8/7]

A.7 Discrete Fourier Transform and convolutions

We have treated the frequency representation of periodic sequences: we now want to expand the
same formalism in order to include finite sequences [25] . In practice, a finite sequénce
of lengthV (0 < n < N — 1) is thought to be one period of the periodic sequence built by
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extending z(n) indefinitely. The expansion of x(n) has a unique DFS representation, so that its

period may be taken as the transform of the initial finite sequence: thisis called the Discrete

Fourier Transform (DFT) of z(n) (see Egs. (184) and (185) ). Let's now see the way how to
express convolutions between finite length sequences; for instance, consider a finite input signal
s(n) and a certain impulse respong@:), both of lengthN. Their convolution is still a finite
sequence, though of leng2v — 1: it is written like that

f(n) =) s(m)g(n —m) (188)

According to the general relation defined by Eq. (169) , we can transform Eqg. (188) in the
frequency domain:

F(k) = S(k)G(k)
It is then straightforward to verify that the original signfals given by the inverse transform
(IDFT) of the sequencé’, provided that the DFTS and G, as well as the IDFT itself, are

computed on the basis of at le&V — 1 points, that is extending the length of the original
sequences wittv — 1 zero elements. In short:

2N -2 2N—2
S(k) = S(n)efi(Qw/N)nk G(k) = Z g(n)efi(Qw/N)nk
n=0 n=0
1 2N—2
_ i(2w/N)nk _ .
f(n) T ]; [S(k)G(K)] e n=0...2N -1 (189)

Actually, the calculation of & points DFT requiresV? arithmetical operations, so that prac-
tically, when N increases, the time spent by a normal computer may be too long; fortunately,
very efficient algorithms can be employed for reducing this number: the most common and ef-
fective one, discovered in the mid Sixties, allows us to obtain the DFT/of-a 2™ sequence
through justV/2log, N operations. These procedures, calleds Fourier Transforms (FFT),
are currently implemented in several digital signal processing programs. Nevertheless, when
one has to convolve two sequences of unequal lengths, a further improvement of the procedure
represented by Eqg. (189) may be necessary: this mostly happens when one of the two sequences
is of indefinite duration, like for example during the stationary acoustic excitation of an envi-
ronment. One procedure for accomplishing the convolution consists of performing many FFTs
on consecutive sections of the signal, rather than on the signal as whole, and then adding the
single convolved parts together in an appropriate wayr{ap-add method). In practice, one
may divide the sequencgn) in many segments of lengttx

[e.°]

s(n) = Z sp(n)

h=1
wheres; (n) = s(n) for hL < n < (h+ 1)L and zero otherwise. It follows

o

fzs*gzzsh*g:th
h=1

h=1
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IFFT » select first
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» FFT
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select last
store —’.ﬂ_l(ﬂj M1 pts

FIGURE 52. Flowgraph of the convolution procedure through the overlapp—add method.

Being g of length M and s, of length L, each section f;, turnsout to be of length L + M — 1, thus
it has to be computed by meansof a L + M — 1 points FFT. The sum must then be performed
taking into account that the last M — 1 points of each section have to be superimposed on the
first M — 1 points of the next one (f,,+1). The entire procedure is synthetically represented in

Fig. 52.
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